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Preface 
It is a pleasure to welcome scattering researchers from around the world to ELS XII in Hel-

sinki, Finland, June 28 - July 2, 2010. ELS XII concentrates on theoretical, observational, 

computational, and experimental aspects of light scattering by particles with varying sizes, 

shapes, and optical properties, as well as aspects of multiple scattering by complex media 

composed of such particles. 

The ELS conference series originated when the Conference on Light Scattering by 

Nonspherical Particles (Amsterdam 1995, Helsinki 1997, and New York 1998) merged with 

the Workshop on Electromagnetic and Light Scattering (Bremen 1996, Moscow 1997, Bre-

men 1998). The first joint conference, considered fourth in the ELS series, was held in Vigo 

(1999), followed by Halifax (2000), Gainesville (2002), Bremen (2003), Salobreña (2005), St. 

Petersburg (2006), Bodrum (2007), and Hatfield (2008). 

In astronomy, ELS XII gathers together researchers working on light scattering by solar-

system dust such as that on the surfaces of asteroids and in the comae of comets, as well as 

researchers working on scattering by interstellar and circumstellar dust. In meteorology and 

atmospheric physics, researchers attending ELS XII study scattering by terrestrial aerosol and 

ice particles. In material sciences, scattering by nanoparticles is among the key topics of ELS 

XII, challenging even the validity of classical electromagnetism described by the Maxwell 

equations.  ELS XII is strikingly cross-disciplinary and also addresses research in, for exam-

ple, remote sensing, biology, medicine, and geophysics. Reaching the 12th conference in the 

ELS series, novel theoretical, computational, and experimental methods are being vigorously 

developed around the globe. 

Light and shape mark the nature in Finland. Complex shapes are exemplified by the 

trees in the forests, the lake districts with broken shore lines, as well as the archipelago and 

broken coast line of the Baltic Sea. Light is locally of particular significance: during the win-

ter, there is commonly lack of light; whereas, during the summer, there is plenty of light day 

and night. 

The Conference Proceedings of Electromagnetic and Light Scattering XII at hand in-

clude the 85 articles that have been accepted for publication after a peer-review process or-

ganized in March 1 – June 15, 2010.  I would like to thank the Scientific Organizing Commit-

tee, the Local Organizing Committee, the Sponsors, and all the authors and reviewers of the 

conference articles for their invaluable contributions to ELS XII. 

 

Karri Muinonen 

ELS XII 

Scientific Organizing Committee, Chair 
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Monte Carlo simulation of light scattering from diatom 
frustules of Gomphoneis sp. 

G. A. Ahmed* 

Optoelectronics and Photonics Research Laboratory, Department of Physics,                     
Tezpur University, Tezpur 784028, Assam, India. 

Monte Carlo simulation of the light scattering pattern from diatom frustules of the species 

Gomphoneis was attempted by implementing Mie theory in conjunction with a subroutine which 

accounts for size distribution among the diatoms. A biotechnical procedure was followed in 

preparing the samples of diatom frustules which were used as samples for scattering measure-

ments required for validating the simulations.  

INTRODUCTION 

In recent years, a tremendous amount of research has been done to understand the nature of 

electromagnetic scattering by spherical and nonspherical particles [1-3]. In addition to expe-

rimental and theoretical studies on light scattering by particulate matter, several groups have 

tried to simulate light propagation in scattering media [4-8]. Such Monte Carlo methods of 

solving the light scattering problems due to particulate matter have been proving to be a very 

successful tool in verifying experimental observations obtained by use of the different inves-

tigating instruments as well as lending support and improving the current theoretical models. 

In this work we report the development of a program coded in C language for Monte 

Carlo simulation of light scattering from diatom frustules of Gomphoneis species and compari-

son of these simulations with experimental observations and theoretical predictions. The  

technique involved generation of light scattering intensity values as a function of scattering 

angle for a particular size and shape of diatom frustules. In case of simulation, the scattering 

intensity at each angle was represented by average of non-uniform random values generated 

by Monte Carlo method and computed on the basis of Mie theory. A normal size distribu-

tion was considered on the basis of images obtained by scanning electron microscope. The 

experimental observations of scattered light intensity from the diatom frustules were ob-

tained using a designed and fabricated laser-based setup incorporating sixteen silicon detec-

tors to monitor the scattered light [9]. 

DIATOMS 

Diatoms are a group of single celled photosynthetic micro alga found in both fresh water and 

marine environment. Diatoms are unicellular structures with the protoplasts enclosed in an 

amorphous silica cell wall called frustules, consisting of two valves joined together by a girdle. 

                                                      
* Gazi A. Ahmed (gazi@tezu.ernet.in) 
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These structures in the diatom frustule range from micrometer to nanometer scales. These 

naturally synthesized 3D nanostructured materials are of great importance in recent research 

in nanotechnology from various points of view, which includes its morphology, mechanical 

properties, optical, and electrical properties. Researchers are reporting the potential applica-

tion of diatom frustules in optoelectronics, biophotonics, gas sensor, filtration and targeted 

drug delivery. Out of the over 200 000 species of these photosynthetic algae with world wide 

distribution, our work here focuses on the light scattering properties from the particular 

Gomphoneis species of diatoms which is found locally in water in Assam, India. A sample (20 

ml) of water containing diatoms was centrifuged at 6000 rpm for 15 minutes to allow sedi-

mentation of the heavy diatom particles. The precipitate was suspended in 1 ml of distilled 

water and washed. The “WC” media proposed by Guillard and Lorenzen (1972) was used 

with slight modifications to culture the diatoms using the prepared sample as inoculum [10]. 

The solid culture plates were incubated at 22°C under white fluorescent light in a B.O.D. 

incubator (Narang Scientific Works, New Delhi) for 14 days. For the liquid culture, all the 

growth nutrients were dissolved in 1000 ml of sterile water and the media was autoclaved 

before inoculation with environmental samples. 

 

 

 

Figure 1. Experimental setup. Figure 2. SEM micrograph of 

Gomphoneis sp. 

EXPERIMENTS AND SIMULATION 

The schematic diagram of the experimental setup is shown in Fig. 1. The setup consisted of a 

laser source, controlled sample holders, photodetector arrangements, data acquisition sys-

tems, and associated instrumentation. In this experiment we used a He-Ne laser source with 

632.8 nm wavelength and an output power of 2 mW. The diameter of the beam cross-

section was 2 mm and the distance between the source and the scattering centre was 250 

mm. The laser light was scattered by a sample of fresh water diatoms suspended in water and 

placed at the scattering centre by a mechanical arrangement. The scattered light intensity was 

sensed by 16 static Si detectors (BPW34) having large sensitive area (7.5 mm2) mounted on a 

circular disc and were connected to a high gain, low noise amplifier circuit. The amplified 
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signals were interfaced to a dedicated data acquisition system (Vinytics, PCI-9812) for data 

recording. The whole array of 16 detectors could be rotated simultaneously about an axis 

perpendicular to the plane of the circular disc. Readings were in steps of 1° from an angle of 

10° to 170° and each detector was separated from the next one by an angle of 10°.  

The simulation process involved the generation of uniform random numbers and then 

forcing the uniform random numbers into a non-uniform pattern governed by Mie-theory 

(using it as a probability distribution function) by using the Inverse transformation method. 

Fig. 3 gives the algorithm for such a process. The photons in the simulation program were 

shared unequally among the diatoms of different size which were governed by a normal size 

distribution function. Finally, this simulated plot for the phase function of the Mueller matrix 

was compared with the experimental and theoretical plots.  

 

 

 

 

 

 

 

RESULTS AND DISCUSSION 

Figure 4 shows the simulated plot superposed on the experimental and theoretical plot (Mie 

theory) obtained for diatom frustules of Gomphoneis species with a length of around 7 µm. 

Normal size distribution with a standard deviation of 5 % was considered for simulation. The 

simulation results are fairly consistent with the theoretical predictions for the diatoms. How-

ever, there is a noticeable deviation of both the simulated and theoretical plots from the ex-

perimental plot. One of the reasons for this discrepancy is because of the inadequacy of Mie 

theory in case of diatom structures with a very high asphericity aspect ratio. Moreover, the 

non-uniformity of the surface of these diatom frustules also plays a role in this discrepancy. 

Yet, it can be seen from Fig. 4 that the simulated plot tends more towards the experimental 
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Figure 4. Plot of intensity vs. angle. 
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results in comparison to the theoretical plot especially in the forward scattering region be-

tween 10° and 60°. 

Although it is difficult to simulate for diatoms with very complex structures using cur-

rent theories alone, a combination of different techniques will be tried in the future for fur-

ther investigations of more complex diatoms.  
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Mie theory applications to study response of metallic 
nanospheres in a nanocomposite medium 

S. Benghorieb1,2, R. Saoudi1, and A. V. Tishchenko*,1 

1
Hubert Curien Laboratory, University Jean Monnet, 18 rue Benoit Lauras, 42000 Saint 

Etienne, France. 
2
Microsystems and Instrumentation Laboratory, University Mentouri, route d’Ain El Bey, 

Constantine 25000, Alger. 

In this work we present two Mie theory applications for electromagnetic wave scattering by a 

sphere. The first concerns the change in the refractive index of a dielectric matrix in the pres-

ence of metal nanospheres. We develop on the basis of Mie formalism a novel technique to 

determine the effective index of a composite nanostructure. The second application concerns 

the extraction of the plasmon field on a metal nanosphere placed in a dielectric matrix. We 

present some results on effective index variation as well as on the plasmon field distribution. 

INTRODUCTION 

The refractive index of a material is the key parameter that determines its main optical prop-

erties. The possibility to control its variations is, therefore, of interest in many applications in 

photonics and optoelectronics. Modification of the refractive index can provide new optical 

properties of absorption, dispersion, and transmission. This helps building a new optical 

response related to created index changes. We are interested in the index changes produced 

by metal particles in a dielectric as the effects of surface plasmons are prominent in the spec-

trum. This allows for manufacturing selective filters and for control of colors. Theories deal-

ing with material index changes produced by metal particles are relatively less developed and 

reliable. The only rigorous theory in this field is developed by Mie (1908), but his method is 

not directly applicable to the index calculation. The electrostatic approach (Maxwell-Garnett, 

1904) allows for index calculation but it is limited by the case of small particles (~ 10 nm). 

The aim of our work is to fill this gap by further developing the Mie theory to determine the 

modified index of dielectric matrix in the presence of metallic nanoparticles 

The interaction of light with spherical metal particles reveals a particular behavior, 

namely, a large field located on the particle surface. This effect is due to a collective oscilla-

tion of free electrons on the metal surface excited by the incident light. Many numerical 

methods have been developed to model this effect. But all these classical approaches describe 

all fields in the vicinity of the sphere, while our approach, based on the Mie formulation, is 

capable to filter the resonant plasmon field. 

                                                      
* Corresponding author: Alexandre V. Tishchenko (alexandre.tishchenko@univ-st-etienne.fr)  
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RESULTS AND DISCUSSION 

Calculating the change in index of a dielectric matrix in the presence of metal nanospheres 

using the Mie theory, we present some results for silver particles in SiO2 matrix and gold 

particles in TiO2 matrix. First, we treat the case of a single sphere. Figure 1 represents spec-

tral dependence of the real and imaginary parts of the index change of SiO2 in the presence 

of silver nanoparticles of variable size (10 nm to 30 nm). The curves are normalized to the 

concentration of silver particles. 

Absorption and dispersion in the matrix depend strongly on the particle size. Absorp-

tion increases with the size of particles. The plasmon resonance moves towards large wave-

lengths with growth of the particle size. We also note an increase of the width of resonance 

peak with the particle size. This offers a possibility of using such objects as spatially and spec-

trally selective optical filters. The same tendency, with the size and the wavelength, is ob-

served for the real part of the index change in the dielectric. This helps to understand and 

predict how the electromagnetic wavefront is disturbed in the vicinity of silver nanoparticle 

and then calculate the resulting phaseshift. To this end, the refractive index perturbation by 

the spherical particle can be defined from the real part of matrix element  0S  [1].  The 

index change spectral behavior is similar to that known for the Lorentz model but the fun-

damental difference is that here we consider the resonance with surface plasmons. 

  

Figure 1. Real and imaginary parts of SiO2 refractive index variations in presence of silver 

nanospheres of diameter D=10, 20, 30 nm. 

EXTRACTION OF THE PLASMON FIELD FROM THE MIE SCATTERING  

The scattered field near the sphere can be expressed as the sum of a singular part that defines 

the plasmon field and a regular part representing all other fields [2]: 
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where p  is the resonance frequency,  rE p  is the plasmon electric field, and  rEn  are 

power moments of the regular part of the electric field.  To calculate the plasmon field, we 
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extract first the frequency of the plasmon resonance. Note that the latter represents the sin-

gular term in Eq. (1). To this end, we use numerical approach developed in [2]. 

  

Figure 2.  Component modulus a) radial, b) polar of the plasmon field of an Au nano-

sphere of diameter D = 10 nm embedded in a TiO2 matrix. 

 

Figure 3. The plasmon electric field distribution on an Au nanosphere (D = 10 nm) in 
a TiO2 matrix:  a) Exp, b) Eyp, c) Ezp in plane xOy, d) Exp in plane  yOz. 

Plasmon-field calculation in spherical coordinates 

In this section, we present our first results for Au nanospheres of diameter D = 10 nm in a 

titanium dioxide matrix. The incidence is along the z axis, polarisation is along the x axis. The 

direction in which the field components are calculated is taken at angles 4  and 
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3 . We represent the moduli of three field components  EEEr ,,  in spherical coor-

dinates. Figure 2 shows the radial and polar electric field components. The field is uniform 

inside the metal sphere. A strong plasmon field is concentrated at the surface of the particle 

and decreases exponentially with distance from the interface. In this respect, it is quite differ-

ent from the field given by the dipole approximation in the quasi-static limit (the small size of 

the sphere).  

Plasmon-field calculation in Cartesian coordinates 

Figure 3 shows the distribution of the plasmon field of a gold nanosphere of diameter D = 

10 nm in the xOy plane. Both components pxE  and pyE  (Fig. 4a, b) are homogeneous in 

the metal. Contrary to the dipole field, component pzE  did not vanish though it is very small 

(Fig. 3c). The interference of plasmons turning around the sphere leads to the null value of 

field pyE  at four points. The electric field in the interior of the particle coincides with the 

incident wave polarization (Fig. 3d) and is very homogeneous because of small particle size. 

Such angular behaviour is similar to that given by the quasi-static approximation.  

CONCLUSIONS 

The possibility of determining the effective index of a composite material and extract the 

plasmon field on a metal nanosphere by the Mie scattering on a sphere offers perspectives 

for study of optical properties of metallic nanoparticles and composite media. 

This approach is capable to predict and explain the disturbances (absorption, phase shift, 

dispersion) that can undergo a plane electromagnetic wave when it crosses a composite me-

dium. It applies to a wide class of particles and matrices. 

The numerical results show that the plasmon field is localized near the metal/dielectric 

interface. The presented method demonstrates its capability to extract the exact plasmon field 

independently of all other fields around the sphere. 
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Retrieval of particle parameters with the neural network 
using multi-angle light-scattering data  

V. Berdnik1, O. Gritsai2, and V. Loiko*,2 

1
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2
Institute of Physics of the NASB, Nezavisimosti ave. 68, Minsk, 220072 Belarus. 

A method to retrieve radius and refractive index of spherical homogeneous non-absorbing 
particles by multi-angle scattering is proposed. It is based on formation of the noise resistant 
functionals of intensity, which are invariant relative to linear homogeneous transformations of 
an intensity-based signal, and approximation of the retrieved parameters’ dependence on the 
functionals by a feed-forward neural network. The method allows reducing retrieval errors in 

the region of small sizes and refractive indices of particles close to unity.  

INTRODUCTION 

The problem of retrieval of disperse particle characteristics often arises in science and 
engineering. Efforts of researchers to solve this problem have led to the evolution of 
numerous methods. The choice of the method depends on particle characteristics and 
measurement conditions. Among the choices are light-scattering methods that are fast and 
noninvasive [1]. 

The problem of particle parameter retrieval belongs to one type of inverse problems. In 
recent years, the neural-network method is widely used to solve the inverse light scattering 
problems [2, 3]. In the neural-network method, the main computer time is spent in training 
the network. Once trained, the network determines the particle characteristics very quickly. 
Large stability to random errors can be achieved. These are the advantages of the method. In 
the present paper, the feed-forward neural network is used to retrieve parameters of homo-
geneous spherical particles using multi-angle scattering data.  

CONSTRUCTION AND TRAINING OF A NEURAL NETWORK  

We consider a problem of retrieval of a particle radius R and relative refractive index n by the 

intensity of light scattered in the interval of angles from 10о
 up to 60о. This range of angles is 

available for measurements in a new generation of scanning flow cytometers [4]. The particle 

is illuminated by a non-polarized beam of light. The wavelength  of the incident light in a 

medium is equal to 0.476 µm. The particle radius ranges from 0.6 µm to 13.6 µm, the relative 

refractive index ranges from 1.015 to 1.28. To retrieve the particle parameters the feed-

forward neural network is used [5]. 

An element of the neural network is a neuron, which calculates the weighted sum of 

signals entered as its input and transforms the results according to a non-linear function. 

                                                      
* Corresponding author: Valery  Loiko (loiko@dragon.bas-net.by)  
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Using the redistribution system, the signals from the outputs of neurons of the first layer are 

passed to inputs of the neurons of the second layer. The neurons of the second layer process 

the signal in the same manner as the first one and pass the signal to the input of the neuron 

of the next layer. The output signal of the N-layer neuron network of forward propagation is:  
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Here  
1

iy , 
2

jy , … ,
N

ky are the signals at inputs of the 1st, 2nd , …, Nth layer of the neural 

network, 
1

jiw , 
2

jiw ,…, 
N

lkw  are the weight coefficients of the neurons of  the 1st, 2nd , …, 

Nth layer of the neural network;  F(x) is the neuron activation function [5].  

Usually, vectors of input signals for each layer contain the permanent unit signal
ny0 , 

where n = 1, 2, 3. It is supposed that all neurons have an identical activation function. We 

use the continuous function which is obtained from the function given in [6]:  
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where xmin, xmax, and are parameters. 

Simplicity and an opportunity to change the form of the activation function in a wide 

range are advantages of Eq. (2). We used the function F(x) at xmin = -1, xmax =1, and  = 0.1. 

From Eq. (2), it is easy to obtain an expression for derivative of function F(x), which is used 

at the neural-network training:  
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To train the neural network, it is necessary to find weight coefficients of the neurons of 

all layers using the least-squares minimization method. It is better to minimize relative errors 

of measurements than the absolute ones, as the particle parameters can vary in a wide range. 

It leads to a problem of the minimization of a square-law form at training of the neural net-

work for determination of radius 
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and relative refractive index 
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respectively. Here  = 1, 2, …, NB, and NB  is the number of samples in the training data-

base.  

After transformations of Eqs. (4) and (5), we can write 
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Here pnis the normalized value of parameter R– aR in training of the neural network 

at the radius determination and parameter sn – an - bn in training of the neural network at 

the relative-refractive-index determination. To solve the optimization problem Eq. (6), the 

limited memory BFGS method [7] was used. 

Calculations show that the criterion function  in

i

N

lkji yww ,,...,1  has many minima, 

where values are approximately the same. In such conditions, searching of a global minimum 

can take vast amounts of time. Therefore, we found three (or four) local minima, starting 

from the point with coordinates chosen by the random-number generator from the interval 

[-1, 1]. We used the minimum providing the minimal value of the criterion function. 

ESTIMATION OF ERRORS OF PARTICLE PARAMETERS RETRIEVAL 

In training the neural network, we used the book of problems containing 104 samples ran-

domly chosen from the range of considered parameters. If the set of samples is insufficiently 

representative, the stability of the neural network to input data changes is low. The neural 

network well trained on the samples from the book of problems can give significant errors 

on the other samples. We verified the work of the neural network using 104 samples which 

were different from the samples used in the neural-network training. To increase the stability 

of the neural network, the amount of the neurons of the internal network layers was de-

creased and random noise in the input data was introduced.  

The correlation dependences of the original values of parameters R and n and the re-

trieved values of Re and ne were obtained. The values of Re and ne were calculated using the 

three-layer neural network with 10 neurons in the internal layer. Comparison with the results 

obtained with the neural networks trained with the minimal absolute error revealed that the 

proposed technique enables the parameter retrieval error in the interval of small sizes and 

close to unity relative refractive indices to be essentially reduced. 

The mean relative error of radius retrieval was estimated as follows: 
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where Re  are the retrieved values of radius; R is the original value of radius.  

To evaluate the error of the relative refractive index retrieval the quantity was used  
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Here neare the retrieved values of relative refractive index; n is the original value of relative 

refractive index.  

CONCLUSION 

A method to retrieve radius and relative refractive index of non-absorbing homogeneous 

spherical particles by light scattered in the range of angles 10o – 60o is proposed. It is based 

on the construction of the scattered intensity signal, which is invariant with respect to the 

linear homogeneous transformations, and on the approximation of the dependence of the 

retrieved parameters on the signal functionals by the neural network of forward propagation. 

To verify the proposed technique, experimental data [4] on angular dependences of 

scattered light obtained by the scanning flow cytometry were used. We retrieved the particle 

parameters by the neural network and by the least-squares method. The relative deviation of 

parameters found with the neural network and the least-squares method does not exceed 4.3 

% for radii and 3.8 % for refractive index. 
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This work describes the imaging of particles using in-line holography. Single particles are
confined in an electrodynamic trap and illuminated by a focused laser beam. A CCD camera
is used to record the resulting hologram from which an image of the particle is reconstructed
computationally. Examples involving a single glass microsphere and multiple Tunisian sand
particles are presented.

INTRODUCTION

The in situ characterization of small particles is a persistent objective in applied electro-
magnetic scattering. Countless examples of measurements and theoretical modeling of the
scattering patterns of single and multiple particles can be found in the literature. A typical
goal of such work is to infer information relating to the particles' physical form, such as size
and shape, by analyzing the angular structure of the scattering patterns. This inference has
proved to be very difficult in practice, except for the simplest of cases.

Ideally, one would prefer to image particles directly, thus eliminating the complexity and
ambiguity associated with interpretation of the scattering patterns. However, for microme-
ter sized particles, in situ imaging using conventional geometrical optics is not feasible due
to the variability of particle position, optical aberrations, diffraction, and the limited numer-
ical aperture of the imaging system. Holography is an alternative that can provide particle
images while being free of these limitations. This work will present an apparatus to measure
single and multiple-particle holograms and demonstrate the computational reconstruction
of particle images from the holograms.

HOLOGRAPHIC IMAGING

In the context of this work, holography is the measurement of the interference between the
light illuminating a particle and the particle's far-field scattered wave. This interference pat-
tern constitutes a system of fringes measured by the detector, the specific structure of which
is controlled by the local relative phase between the illuminating and scattered waves across
the detector face. Consequently, the hologram is as complicated as the associated scattering
pattern. However, unlike the scattering pattern, a simple computational operation can be
performed to render an image of the particle. In short, the hologram is regarded as a trans-
mission diffraction grating and the Fresnel-Kirchhoff (FK) integral is used to calculate its
near-field diffraction pattern under plane-wave illumination. This calculation can be done
rapidly since the FK integral is evaluated using fast Fourier transforms. The reconstruction

∗Corresponding author: Matthew J. Berg (mberg81@gmail.com)

14



Helsinki 2010 M. J. Berg & G. Videen Holographic imaging

is done in a plane that is parallel to the hologram; if the plane corresponds to the plane
containing the particle during the measurement, the resulting diffraction pattern produces
an image of the particle [1]. Otherwise, a blurred image results. The resolution of the image
is ultimately limited by the pixel size of the CCD and the wavelength [1]. It is for this reason
that computer-based holographic image-reconstruction is a relatively new technology; large
CCD arrays with sufficiently small pixels have only recently become economical and widely
available.

APPARATUS AND MEASUREMENTS

Fig. 1 shows a picture (a) and the corresponding diagram (b) of the apparatus used to mea-
sure single-particle holograms. The design is based on the so-called in-line configuration,
where the particle, optical components, and detector are all co-linearly arranged. The light
source is a 70 ns pulsed Nd:YAG laser, frequency doubled to 532 nm. This light passes
through a Glan-Thompson (GT) polarizer to ensure linear polarization of the light before
being focused by lens L1 onto a 50 µm diameter high-power pinhole. An iris (I) is used to
block all but the primary lobe of the pinhole diffraction pattern from reaching a second lens
(L2). This short focal-length lens brings the lobe to a tight waist at a location near the trap-
ping volume of a spherical-void electrodynamic levitator (SVEL). A particle confined in this
volume is illuminated by the light diverging from the waist; hence, the waist effectively acts
as a virtual point source producing a spherical wave. This wave continues to expand until
it reaches the CCD detector along with the scattered light from the particle. The resulting
interference pattern between these waves across the CCD constitutes the hologram.

By using a short focal-length lens to form a virtual source near the particle, the light
illuminating the particle is more intense than it would be if only the pinhole was used for
illumination. This results in a relative amplification of the particle's scattered wave at the
CCD face, which enhances the interference structure of the hologram leading to improved
particle-image quality. Using a pulsed laser permits the investigation of particle systems in
motion. This is especially useful for aerosol applications where particles may be delivered
to the apparatus in a flowing stream.

The in-line configuration used to form the hologram is traditionally problematic since
the reconstruction process produces both a real and virtual image [1]. These twin images
overlap in the reconstruction plane; if one is in focus, the other is blurred and diminishes the
quality of the focused image. Using the computational techniques of Xu et al., the influence
of the out-of-focus twin image is suppressed in the reconstruction stage [2]. The advantage
of the in-line configuration, however, is that it typically requires the least number of optical
components. This is important when imaging micrometer-sized particles because ambient
dust, which is of similar size and inevitably collects on these surfaces, will contribute to the
hologram leading to noise and ambiguity upon reconstruction.

Fig. 2 shows two examples of the particle holograms and their corresponding recon-
structed particle-images. One can see in these plots that the technique is successful in imag-
ing particles as small as 20 µm and as large as 300 µm. Modifications to the optical apparatus
are planned that are intended to improve the resolution of the imaging process. The ultimate
goal of these modifications is to image particle with nominal sizes from one to ten microns,

15



Holographic imaging M. J. Berg & G. Videen ELS'XII

L1 PH I L2 SVEL CCD(a)

Figure 1. Holographic imaging apparatus (a) and corresponding diagram (b).

which covers much of the size range of environmental aerosols.
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Figure 2. Particle holograms and their reconstructed images. Plot (a) shows the hologram
produced by a single 20 µm diameter glass microsphere trapped in the SVEL. The image of
this particle reconstructed from the hologram in (a) is shown in (b). The hologram in (c)
corresponds to a sample of Tunisian sand particles sprinkled onto a glass slide and placed at
the location of the SVEL in Fig. 1. This is done because the sand is too large to be suspended
in the SVEL. The reconstructed images of these particles is shown in (d), where one can
clearly see the clustered, nonspherical nature of the particles.
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Light scattering by large faceted particles 

A. Borovoi* and N. Kustova 

V.E. Zuev Institute of Atmospheric Optics, Academician Zuev sq. 1, Tomsk 634021 Russia. 

The problem of calculation of the scattering matrices for large faceted particles within the 

framework of physical optics is split into three steps. First, we find the matrix in the geometric 

optics approximation. Second, we calculate the so-called Fraunhofer diffraction matrix. And, 

finally, the matrix desired is found as an integral transform of the geometric optics matrix by 

means of the Fraunhofer matrix.   

INTRODUCTION 

The problem of light scattering by large, as compared with the incident wavelength λ, non-

spherical particles, i.e. a >> λ where a  is a characteristic particle size, is successfully solved on 

the basis of the Maxwell equations if the size parameter ρ = a /λ does not exceed, the value 

of about 10 (see e.g. [1]). The opposite case ρ >>1 is conventionally calculated by use of 

geometric optics, in particular, by means of the ray-tracing technique [2]. To fill the gap of 

the intermediate case of ρ ≈ 10, physical optics is an obvious and rather simple instrument [3-

6]. However the physical-optics approximations are often restricted by taking into account 

only diffraction near the forward-scattering direction, which is produced by particle projec-

tions or shadows (e.g., [7]). 

In the case of large faceted particles like atmospheric ice crystals, the problem of light 

scattering within the framework of physical optics can be analytically reduced to a simple 

extension of the geometric-optics solution that is the topic of this presentation.  

GEOMETRIC-OPTICS AND PHYSICAL-OPTICS SCATTERED WAVES 

In general, a solution for any electromagnetic wave scattered by a particle is defined by a 

superposition of the incident E0 and scattered 
s

E   waves 

 
s

EEE 
0

 (1) 

at any spatial point r. At large distances from the particle, the scattered wave 
s

E is conven-

tionally considered on the scattering direction sphere n (|n|= 1) as the function )(nE
s

. In 
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the near zone, i.e. at a distance r << ka 2 where k = 2/ is the wavenumber, the scattered 

wave for a large faceted particle becomes strictly a superposition of discrete plane-parallel 

beams leaving the particle at various propagation directions 

 





0j

s

j

s
EE . (2) 

Here every beam )(rE
s

j is characterized by its transversal size and shape, polarization and 

propagation direction n j . At large distance from the particle r >> a, the beam propagation 

directions n j become equivalent to the scattering directions, and the scattered wave on the 

scattering direction sphere n is reduced to a singular function. This singular function is strict-

ly the superpositions of the Dirac delta-functions δ(n – n j). Fig. 1 shows an example of the 

functions calculated for a fixed particle orientation. Note that the superposition of Eq. (2) 

includes not only the beams produced by an arbitrary number of reflections and refractions 

on the particle facets but also a shadow-forming beam (see e.g. [6, 8]). Appearance of the 

shadow-forming beam follows immediately from the superposition of Eq. (1) by subtraction 

of the incident wave from the total one. The shadow-forming beam propagates in the inci-

dent direction n0 and its transversal shape corresponds to the particle projection. 

 

  

Figure 1. Phase function for a bullet ice crystal 

of a fixed orientation. The brightness   of the 

dots is proportional to energy of the beams. 

Figure 2. Phase functions for randomly 

oriented hexagonal ice plate and column 

(Q=diameter/length). 

  

When the singular functions like those shown in Fig. 1 are averaged over particle orien-

tations the δ-function singularities are smoothed in the majority of directions n resulting in 

some regular functions as shown in Fig. 2. Nevertheless some singularities still are left at 

certain directions manifesting themselves in Fig. 2 as sharp peaks. Note that the appearance 

of singularities is typical for the majority of functions obtained within the framework of 

geometric optics. 

The superpositions of Eqs. (1) and (2) remain valid at arbitrary distances from the par-

ticle. As a result, in the wave zone r >> ka 2 every dot in Fig. 1 should be smeared into a 

Fraunhofer diffraction spot. In other words, the δ-functions δ (n – n j ) should be replaced by 
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the Fraunhofer diffraction functions )( jjF nn  obeying the same normalization 

  .1)( nn dF j  Similar replacements should also take place for any values averaged over an 

arbitrary probability distribution of particle orientations like the curves in Fig. 2. In general, 

we find the Mueller scattering matrices of the physical optics approach MP become the fol-

lowing integral transform of the geometric optics matrix MG 

        nnnMnnFnnM dGP ),(),(),( 00 , (3) 

where the matrix F takes into account the Fraunhofer diffraction of the near-zone plane-

parallel beams along with their interference on the scattering direction sphere n .  

SPECULAR (ONCE-REFLECTED) SCATTERING 

For a large faceted particle with random orientation, the light once–reflected by its facets can 

be calculated analytically. In our recent paper [9], we have considered the general case of an 

arbitrary distribution of such a particle over its orientation. In particular, if the normal N to a 

particle facet is distributed as p (N), the average specular intensity IG(n) produced by reflec-

tion from this facet is described by the following equation      

 





































|
0

|

0

|
0

|

0)4/()(
nn

nn

nn

nn
nn pRs

G
I  , (4) 

where s is the facet area and R is the Fresnel reflection coefficient. 

For convex particles, the total specular scattering intensity is just a sum of intensities ob-

tained by means of Eq. (4) for all facets. Then, if a facet can be approximately replaced by a 

circle, there is an analytical equation for the Fraunhofer diffraction functions (see Eq. (16) of 

Ref. [9]). And, finally, 2D-convolution of the geometric optics value of Eq. (4) with the dif-

fraction function F results in the specular phase function in the physical optics approxima-

tion. This result is a simplified case of the general equation (3). 

BACKSCATTERING BY HEXAGONAL ICE CRYSTALS 

The proper geometric optics values for the case of ice hexagonal crystals were studied in 

details in our previous paper [10]. In particular, we proved that there are four types of photon 

trajectories that make contributions to backscattering.  Unlike the abovementioned problem 

of specular scattering, this calculation is more complicated since we have to take into account 

the singularity appearing in the geometric optics approximation at the strict backward direc-

tion. We overcome these difficulties by cumbersome numerical calculations. The results 

obtained will be presented at the conference. 
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  Figure 3. Four types of photon trajectories making main contribution to backscattering. 
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A new three-parameterH,G1,G2 magnitude phase
funcƟon for asteroids
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We have developed a new three-parameterH,G1,G2 magnitude phase function for asteroids.
The phase function is aimed at replacing the currently adopted two-parameter H,G phase
function. We show thatH,G1,G2 produces better fits of available magnitude - phase curves
of well-observed asteroids. We show also that the new system can be conveniently reduced to
a two-parameterH,G12 magnitude phase function, which allows us to derive better estimates
of the absolute magnitudes of asteroids for which poorly-sampled magnitude phase curves
are available.

INTRODUCTION
Apparent position, motion, and brightness are the three basic pieces of information one can
immediately derive for an asteroid based on a remote observation using an optical telescope.
Measurements of position and motion are used to derive the orbits of the objects. From
knowledge on the orbits, one can derive the corresponding distances of the object from
the observer and from the Sun at any given epoch of observation. Based on this, it is
possible to convert available measurements of apparent brightness into information on the
intrinsic brightness of the object. On one hand, this operation consists of simply converting
measurements of apparent brightness at a given epoch of observation into corresponding
estimates of the brightness that would have been measured, if the object had been located at
a fixed distance (usually assumed to be equal to 1Astronomical Unit) from both the Sun and
the observer. This can be easily done based on the trivial r−2 and ∆−2 dependence of the
brightness, where r and∆ are the distances from the object to the Sun and to the observer,
respectively. On the other hand, a more difficult problem is due to the fact that asteroids
can be observed in a variety of illumination conditions, and the resulting brightness depends
on these conditions. In particular, asteroids are brighter when seen close to the heliocentric
opposition, that is when the so-called phase angle, namely the angle between the directions
to the Sun and to the observer as seen from the asteroid, approaches zero. For increasing
values of the phase angle, the objects tend to become increasingly fainter (using astronomical
terminology, their magnitude increases). The change of magnitude as a function of phase
angle is usually represented by the so-called phase curves. The increase of magnitude for

*Corresponding author: Alberto Cellino (cellino@oato.inaf.it)

22



Helsinki 2010 A. Cellino et al. H,G1,G2 phase funcƟon

increasing phase angle generally follows a nearly linear trend in a wide interval of phase
angles, but close to opposition, at phase angles less than about 10◦, a non-linear brightness
surge, usually named the opposition effect, takes place.

Based on the above considerations, the absolute magnitude of an asteroid is defined as the
apparent brightness in standard V light that would be measured if the object was observed
at a unit distance from both the Sun and the observer and at zero phase angle. Here, we do
not deal with further complications due to fact that the objects are not spherical and then
exhibit a periodic variation of brightness due to their rotation. The main point here is that
the absolute magnitude is a very important parameter, since it is directly related to the size
of an object and to its albedo (reflectance), which are fundamental physical properties.

Due to its importance from the point of view of physical studies for asteroids, the deriva-
tion of the absolute magnitude must be considered as a very important and delicate task. For
this reason, the development of suitable magnitude phase functions is of outstanding im-
portance for asteroid science. To address this issue, the International Astronomical Union
(IAU) adopted in 1985 the so-called H,G system. The two parameters have the following
meaning: H corresponds to the mean brightness, in Johnson V magnitude, at zero-degree
phase angle, and corresponds thus to the absolute magnitude as defined above;G is the so-
called slope parameter, which describes the general behavior of magnitude-phase curves. In
practical terms, the slope parameter has been derived only for a tiny fraction of the known
asteroids. This is due to the fact that, in general, only a handful of photometric observa-
tions, obtained at only a few phase angles, are available for any given asteroid, and this is
insufficient to derive bothH and G. In these cases, an assumed value of G, usually 0.15, is
adopted [1]. Currently, all major catalogues ofH values, with the only one notable exception
of the AstDys database maintained at the University of Pisa, trace their values to the Minor
Planet Center's database. Unfortunately, the accuracy of these values usually turns out to
be poor, probably due to low-quality photometry used to obtain theH (and in a few cases,
the G) values. As a consequence, asteroid V -band magnitudes predicted from the available
H,G values are usually affected by significant errors. In particular, the objects tend to be
very often significantly fainter than predicted [2, 3].

In this paper, we briefly summarize some recent results we have obtained concerning the
development of a new three-parameter magnitude phase function that aims at replacing the
two-parameter phase function that is currently adopted by IAU. An extensive explanation
of our procedures and results is given in[4].

FROMH,G TOH,G1,G2

TheH,Gmagnitude phase function was developed from efforts by several authors to model
light-scattering phenomena in planetary regoliths. It has the following form for the reduced
observed magnitude V :

V (α) = H − 2.5 log10[(1−G)Φ1(α) +GΦ2(α)], (1)

where α is the phase angle, and Φ1(α) and Φ2(α) are two basis functions normalized at
unity for α = 0◦. According to Eq. (1), the magnitude phase curve (hereinafter, simply
"phase curve") of an object is described as the partitioning of the Φ1 and Φ2 functions in
the ratio (1−G) : G. In turn, the slope parameter G is scaled in such a way that it is close
to 0 for steep phase curves, and close to 1 for shallow phase curves, but values outside this
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interval are not excluded a priori.
The explicit mathematical expressions for Φ1(α) and Φ2(α) can be found in [1, 4].

These two functions constituted the state of the art at the time of development of this
photometric system. Their forms were suggested by theoretical models of light scattering
that at that time did not include yet the phenomenon of coherent backscattering.

The H,G phase function still does a reasonably good job in fitting phase curves for
many asteroids, especially in the region from ∼ 10◦ to ∼ 60◦. However, there are now
some high-quality phase curves for which this is not really true, especially at phase angles in
the region of the opposition brightness surge.

As a consequence of a thorough exercise to optimizeΦ1(α) andΦ2(α) using stochastic
optimization methods, we concluded that no "minor" revision of the H,G phase function
can lead to a substantial improvement of the best fit to high-quality photometric phase data.
This seems to be due to the intrinsic limits imposed by the choice of a linear two-parameter
system using fixed basis functions. Therefore, we were obliged to conclude that a better fit
of high-quality photometric data can only be obtained by adding an additional parameter to
the photometric phase function. This is what we call our new H,G1,G2 magnitude phase
function.

In theH,G1,G2 magnitude system for asteroids, the reduced observed magnitudes can
be obtained from

10−0.4V (α) = a1Φ1(α) + a2Φ2(α) + a3Φ3(α)

= 10−0.4H [G1Φ1(α) +G2Φ2(α) + (1−G1 −G2)Φ3(α)], (2)

where the absolute magnitudeH and the coefficients G1 and G2 are
H = −2.5 log10(a1 + a2 + a3), G1 =

a1
a1 + a2 + a3

, G2 =
a2

a1 + a2 + a3
. (3)

The coefficients a1, a2, and a3 are estimated from the observations by using the linear
least-squares method. Thereafter,H,G1, andG2 follow from Eq. (3). As for the three basis
functions, they must trivially satisfy the condition Φ1(0) = Φ2(0) = Φ3(0) = 1. Our idea
was to construct a magnitude phase function consisting of an opposition-effect functionΦ3

and two linear basis functionsΦ1 andΦ2. The derivation of their final explicit mathematical
form by means of the stochastic optimization method is thoroughly explained in [4].

The results of this exercise were quite positive. In practically all analyzed cases of our
sample, we obtained best-fit curves better, in terms of residuals, with respect to the corre-
sponding H,G solutions. In several cases, the resulting best fits were significantly better.
Again, all plots and Tables are given in [4]. The proposed three-parameter magnitude phase
function is therefore much better in reproducing the behavior exhibited by well-observed,
real objects. Such a conclusion might appear, however, as a speculative exercise in practice,
if we think that for the vast majority of asteroids only a handful of (often poor) photometric
data are available. In this situation, applying a three-parameter magnitude phase function
would seem a priori a sterile exercise. Fortunately, the situation seems much different. The
reason is that we found that, by considering the whole set of observed objects in our sam-
ple, a correlation exists between our derived G1 and G2 parameters. This fact can then
be exploited, to express G1 and G2 as functions of a single G12 parameter, keeping the
basis functions Φ1, Φ2, and Φ3 fixed. It is then possible to fit the data by using a new two-
parameter magnitude phase function that we call the H,G12 phase function. Once G12 is
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determined, the parameters of the three-parameter systemH,G1 and G2 can be computed
correspondingly.

In this way, we found a satisfactory fit of asteroid phase curves even when only a small
number of observations are available (by artificially removing large numbers of observations
from the phase curves in our sample). Some preliminary tests of the predictive power of
the H,G12 approach are given in [4]. Figure 1 shows the nonlinear least-squares fit using
the H,G12 phase function to the observations of asteroids (24) Themis and (44) Nysa.
We obtain the following best-fit parameter values with 3-σ error estimates: for Themis,
H = 7.12± 0.04 mag, G12 = 0.7± 0.2, G1 = 0.7± 0.2, and G2 = 0.1± 0.1; for Nysa,
H = 6.90± 0.04 mag, G12 = 0.07± 0.08, G1 = 0.01± 0.06, and G2 = 0.69± 0.07.

The next step of our analysis will be precisely to investigate in more details the perfor-
mances of this method in different situations that can be encountered in practice, including
those that will correspond to the forthcoming Gaia and Pan-STARRS sky surveys. Taking
into account the significant errors that affect the absolute magnitudes in current asteroid cat-
alogs, we think that our proposedH,G1,G2 phase function can be an extremely useful tool
to derive accurate absolute magnitudes from the huge amount of new data we can expect to
come from the new-generation sky surveys from the ground and from space.

Figure 1. Nonlinear least-squares fits (solid lines) to the phase curves of the C-class asteroid
(24) Themis (left; observations by Harris et al. [5]) and the E-class asteroid (44) Nysa (right;
observations by Harris et al. [6]) using the two-parameterH ,G12 magnitude phase function.
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The need for a first-order quasi-Lorentz transformation  

D. Censor* 

Dept. of Electrical and Comp. Engineering, Ben-Gurion University, Beer Sheva, 84105, Israel. 

Solving electromagnetic scattering problems involving non-uniformly moving objects requires 

an approximate but consistent extension of Einstein’s Special Relativity theory which originally 

is valid for constant velocities only. For moderately varying velocities, a quasi-Lorentz trans-

formation is presented. The conditions for form-invariance of the Maxwell equations, the so-

called “principle of relativity”, are shown to hold for a broad class of motional modes and time 

scales. An example of scattering by a harmonically oscillating mirror is given. The present ex-

tended abstract is an overview of the full draft [1], where the derivations and formulas are given 

explicitly.  

INTRODUCTION AND RATIONALE 

Einstein’s Special Relativity (SR) theory [2] is based on the invariance of c , the speed of light 

in free space (vacuum), for all inertial observers. The other postulate is the so-called “prin-

ciple of relativity” (PR) for the Maxwell equations (ME). From the invariance of c  follow [2] 

the spatial and temporal Lorentz Transformations (LT) (Eq. 1 in [1]), involving inertial refer-

ence systems Γ  and Γ  and their associated space-time coordinates , tr , and , t r , respec-

tively.  

Henceforth, inverse formulas will be referred to by an asterisk on the initial equation 

number, e.g., Eq. 1* (in [1]). Typically, inverse transformations are derived by solving the 

initial formulas for the sought variables. Formally, they follow by interchanging primed and 

unprimed symbols where   v v . 

So far the LT (Eq. 1 in [1]) is restricted to constant velocities v . If we try to formulate a 

systematic model for varying velocities, at least one reference frame ceases to be inertial. We 

cannot claim that such an approximate model is applicable to arbitrarily large velocities. 

Therefore, for varying velocities, the model will be restricted to a first order approximation in 

the normalized velocity /v c  . Furthermore, for the model to be simple and tractable, 

the effects of the varying velocities are viewed as kinematical only, i.e., no attempt will be 

made to incorporate acceleration into media properties and/or the ME. For sufficiently small 

accelerations, this seems to provide a reasonable theoretical framework. 

A very suggestive methodology for generalizing the problem to varying velocities is to 

approximate an inhomogeneously moving reference frame as a sequence of systems moving 

with different local/instantaneous velocities ( , )tv v r , instead of the continuously 

changing ( , )tv v r . The velocity v  is assumed to be valid for a limited span of space-

time in the vicinity of the world event , tr . When the discrepancy becomes too large, the  
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velocity is updated. Thus, the continuous change of ( , )tv v r  is replaced by a se-

quence of discrete constant velocities. 

As a multi-scale method, this is plausible for systems, where the velocity changes slowly 

and monotonically over space and time regions large in comparison to other system parame-

ters. However, this assumption holds only for a restricted class of configurations. It does not 

hold, for example, in the case of a wave emitted by oscillating antennas or scatterers. Intui-

tively one expects the antenna motion to cause a Doppler effect which during the mechanical 

cycle creates higher and lower frequencies. The results would then be akin to a frequency 

modulated carrier wave of frequency  , creating sidebands of frequencies n  , with 

  corresponding to the mechanical frequency. This is a result that cannot be displayed 

when the local instantaneous v  is employed, because for each incremental change of v  a 

different Doppler frequency shift is created, and the resulting continuous spectrum does not 

merge into the expected discrete sideband frequencies. 

Our goal is to find a first-order quasi-Lorentz transformation (QLT) that will satisfacto-

rily deal with scattering by objects moving at varying velocities. 

FIRST-ORDER QUASI-LORENTZ TRANSFORMATION 

The first-order SR is derived by keeping in the LT and ME only the first-order terms in  . 

For varying velocities we use a space-time dependent velocity ( , )tv r . Thus, the differential 

first-order QLT is postulated as 

 
2( , ) , ( , ) /d d t dt dt dt t d c     r r v r v r r  (8a-b) 

The corresponding integral forms are only valid when it is possible to return to the ini-

tial differential formula (Eq. 8). This prescribes that the line integrals be determined by the 

integration end points. Otherwise, the Leibniz rule for differentiation of integrals is not appli-

cable. Hence the velocity field must be conservative. 

THE PRINCIPLE OF RELATIVITY 

Einstein [2] postulated PR, namely the form-invariance of ME. Thus, in Γ  the ME are given 

by  

 , , 0, 0t t             r r r rE B H D D B  (12a-d) 

with fields that are space and time dependent, e.g., ( , )tE E r . According to PR, in anoth-

er inertial system Γ , the form-invariance of ME (Eq. 12) is preserved. Thus, the fields are 

( , )t   E E r  etc. in terms of the appropriate native coordinates in Γ . 

The PR statement associating Eq. 12, Eq. 12*, is incomplete unless the LT relating the 

fields is provided, facilitating the derivation of the Field Transformation (FT) formulas. Here 
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we need the FT only to order  . The chain rule of calculus is applied, specifying an LT 

for the differential operators (Eq. 14 in [1]). Substituting Eq. 14 (in [1]) in the inverse ME 

(Eq. 12*) and collecting terms, Eq. 12 is obtained subject to the FT to the first order in  , 

 
2 2, / , / ,c c              E E v B B B v E D D v H H H v D . (20a-d) 

MAXWELL-EQUATIONS FORM INVARIANCE FOR VARYING VELOCITIES 

To the first order in  , application of the chain rule for varying velocity ( , )tv v r  to Eq. 

12d* yields Eq. 12d, and similarly for Eq. 12c* and Eq. 12c, respectively. For the vector equ-

ations 12a*, 12a, and 12b*, 12b, this holds only if the wave angular frequency is much smaller 

than the typical velocity variation 

 t v v v v v v   (25) 

In cases where Eq. 25 holds, the FT in Eq. 20 apply by replacing the constant v  with 

( , )tv v r .  

PLANE-WAVE TRANSFORMATIONS 

Plane waves are characterized by constant vector amplitudes, with the space and time varia-

tion delegated to appropriate scalar phase exponential 
ie 

.  Hence the FT (Eq. 20) are ap-

plied to the constant vector amplitudes, and the phase is a relativistic scalar invariant 

 t t             k r k r  (28) 

leading to the SR Fresnel drag and Doppler shift formulas, respectively. To first order in   

 
2/ ,c       k k v v k   (30a-b) 

Replacing Eq. 28 by 

 d d dt d d dt             k r k r  (31) 

and substituting the QLT Eq. 8 yields Eq. 30 with space-time dependent parameters. 

SCATTERING BY A PLANE OSCILLATING MIRROR 

A simple example of a harmonic plane wave normally incident on a plane oscillating mirror is 

analyzed. Free space (vacuum), normal incidence, and a perfect mirror are assumed. The 

mirror is at rest in Γ  at 0z  , moving harmonically with respect to the origin of Γ .  
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The incident wave is given in Γ  by  

 
1/2

0 0 0 0 0 0ˆ ˆ, , / ( / ) ,i iE e H e E H Z kz t          E x H y .  (37) 

In Γ ,  where in terms of order 0  we may use either t  or t , the phase is given by  

 0 0
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  (38a-b) 

The amplitudes are transformed according to 

 
0 0 0 0
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E x x H y y
  (39) 

At the mirror location 0z  , the fields are time-varying in accordance with 

 

 0 sin
0 0 0, / /i t i tM Pe c    

   
     , (40a) 

vindicating the assertion above that, at the oscillating mirror, we have a new spectrum.  

In order to calculate the reflected wave and transform it back from Γ  to Γ , we first 

need to represent the spectrum as a superposition of time-harmonic signals. Expanding the 

exponential in Eq. 40a in a series involving Bessel functions, we get 
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Finally, the reflected wave, constituting a superposition of harmonic plane waves, is 
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We benchmark several convolution and deconvolution models on phase curves at small
phase angles (0.005o-1o). These curves were provided by several NASA missions (Clemen-
tine/UVVIS, Galileo/SSI and Cassini/ISS) when the Sun had different angular radii
(α⊙=0.266o, 0.051o, 0.028o). For the smallest phase angles, the brightness of the objects
(Moon, Europa and the Saturn's rings) exhibits a strong flattening below the angular size of
the Sun. However, the brightness continues to increase below α⊙ before finally flattening at
0.4α⊙. These behaviors are consistent with the convolution models tested.

INTRODUCTION

When the observer and the source of light are aligned, a strong surge called the opposition
effect is observed in the phase curves of astronomical objects [1]. Although observed since
the 19th century, the opposition effect is not understood and the causes which provoke it are
still a matter of debate [1]. Several theoretical models have proposed to explain the shape
of the surge by different mechanisms [2, 3]. Because the Sun is not a point-like light source
for Solar System objects, it is therefore necessary to deconvolve the data or to convolve the
theoretical models. Both approaches are tested on phase curves at small phase angles.

OPPOSITION DATA

We use the opposition data of the Moon observed by Clementine/UVVIS [4], Europa seen
by Galileo/SSI [5] and the Saturn's rings observed by Cassini/ISS in 2005 [6].

Figure 1. Phase curves of theMoon, Europa and the Saturn's rings from images of Clemen-
tine, Galileo and Cassini. Vertical dotted lines correspond to solar angular radii.

*Corresponding author: Estelle Deau (estelle.deau@jpl.nasa.gov)
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CONVOLUTION MODELS
We tested two convolution models. The first one is the limb darkening function of [7]:
W (µ′) = aλ+ bλµ

′+ cλ [1− µ′ · log (1 + 1/µ′)], where µ′ = cos θ′ and θ′ varies from 0
to the Sun's angular radiusα⊙. aλ, bλ and cλ are coefficients that depend on the wavelength.
It has been used in the past to be convolved with a theoretical opposition effect function
of [8]. The normalized convolution of the linear-exponential function of [9] rlinexp(α) =
Ib + Is · α+ Ip · exp (−α/2w) to the limb darkening function is:

rpw(α) =

∫ α⊙
0 dθ′

∫ 2π
0 dϕ′ sin θ′rlinexp(α) ·W (cos θ′) cos θ0(Ω

′)∫ α⊙
0 dθ′

∫ 2π
0 dϕ′ sin θ′W (cos θ′) cos θ0(Ω′)

. (1)

The angles θ0,Ω′ andϕ′ are fully described in [8]. The second limb darkening function tested
here is the one-parameter solar limb-darkening model of [10]: Iλ(r̂) = (1 − r̂2)βλ where
Iλ(r̂) is the normalized limb-darkened solar intensity, r̂ is the normalized radial coordinate
of the solar disk, and βλ is a wavelength-dependent constant. We fitted the linear exponential
function to the data and computed rhm by using:

rhm(α) =

∫
rlinexp(α,Ω)Iλ(Ω)dΩ∫

Iλ(Ω)dΩ
(2)

where Iλ(Ω) is the limb-darkened solar intensity, α(Ω) is the phase angle, and the integra-
tions were made over the solid angle dΩ of the solar disk.

As a result, both convolution models tested here give a good agreement with the data
and between themselves (Fig. 2).

Figure 2. Phase curves of the Moon, Europa and the Saturn's rings fitted with the model
of [7] in solid curves and the model of [10] in dashed curves.

DECONVOLUTION MODEL
We performed previously a convolution of the linear-exponential function to several limb
darkening functions. However, this refinement does not provide information about the
behavior of the brightness if the Sun were a point-like source, because the linear-exponential
function intrinsically flattens as α → 0 (see dashed curve in Fig. 3). Few models that
deconvolve phase curves exist so we use a simple model. The deconvolution model of [11]
uses the logarithmic function of [12] because it does not flatten at small phase angles and
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Figure 3. Laboratory
phase curves of [13] at very
small phase angles

assumes a logarithmic increase of the data below the light
source's angular size, as for larger phase angles:

rlog(α) = a0 + a1 · ln(α) (3)

This assumption is consistent with the recent laboratory mea-
surements of [13] at small phase angles (0.008o –1.51o), that
did not show any flattening of the phase curves (Fig. 3). This
is because [13] increase the laser separation distance from 25
meters to 40 meters to obtain the smallest phase angles and
then, artificially decrease the angular size of their light source.

DISCUSSION

Morphology of the surge before and aŌer the decon-
voluƟon
With the convolution and deconvolution models, the behavior of the surge appears to be
more clear. The flattening of the phase curves is progressive and effective at approximately
0.4α⊙. This value is found either with the phase curves (Fig. 4) or either by looking at the
derivative of the convolved linear-exponential function fitted to the data. The deconvolution
model suggests a logarithmic trend for the brightness for α near 0o.

Figure 4. Phase curves of the Moon, Europa and the Saturn's rings fitted with several
logarithmic functions of [12]. Vertical dotted lines correspond to α of effective flattening.

ImplicaƟon for the surge of planetary surfaces
We tested the influence of the solar angular size by representing in Fig. 5 the convolved
and deconvolved angular width of the surge as a function of the distance from the Sun (in
Astronomical Units) for various Solar System objects [11]. The convolved HWHMs follow
a power-law function with the heliocentric distance while the deconvolved HWHMs are
independent of the distance from the Sun (see Fig. 5). With the deconvolved HWHMs,
Solar System objects seem to be grouped by their albedo. This could be a consequence of
the opposition effect mechanisms, since they are albedo-dependent [2, 3].

CONCLUSION
To better understand the behavior of the brightness near the solar angular radius, we (1)
convolved the theoretical models and (2) deconvolved the data. The first approach shows a
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Figure 5. Angular width of the surge before and after the deconvolution for various rings
and satellites of the Solar System from the study of [11].

good agreement between the two convolution models used and the second approach finds
an agreement between a simple deconvolution model and some laboratory measurements.

Acknowledgments: This study is performed at Jet Propulsion Laboratory (JPL), under
contract with NASA and is funded by the NASA Postdoct. Program led by OakRidge
Associated Universities.
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We employ the superposition T-matrix method to perform computations of electromagnetic 

scattering by a volume of discrete random medium densely filled with spherical particles with 

the real part of the refractive index mR = 1.31, 1.5 and the imaginary part mI = 0, 0.01, 0.1, 0.3. 

Our computations show that increasing the value of mI can both decrease and increase manife-

stations of the coherent backscattering (CB) effect, dependent on the values of the particle 

packing density and the real part of the refractive index. 

INTRODUCTION 

In our previous publications [1–3], by using the numerically-exact solution of the Maxwell 

equations we have studied electromagnetic scattering by a volume of statistically homogene-

ous discrete random medium of various sizes, consisting of different numbers of non-

absorbing particles. In particular, we have shown that all backscattering effects predicted by 

the low-density theory of CB (see, e.g., [4] and references therein) also take place in the case 

of a densely packed medium. In this paper, we extend our numerically-exact computer mod-

eling to the case of a medium composed of absorbing particles and analyze the effect of 

absorption on scattering characteristics of a medium composed of different numbers of par-

ticles with different refractive indices. Note that earlier in [5], on the basis of computations 

performed for mR = 1.32 and particle packing density ~ = 22%, it was concluded that in-

creasing absorption diminishes such optical effects as depolarization and CB. 

METHODOLOGY 

Our model of particulate random medium is a spherical volume of radius R filled with N 

identical non-overlapping spherical particles of radius r. The size parameter of the volume is 

kR, and the particle size parameter is kr, where k is the wave number. To model the com-

plete randomness of particle positions within the spherical volume, we follow the ap-

proach adopted in [1–3]. This approach yields an infinite continuous set of random reali-

zations of the scattering volume and allows us to use the highly efficient orientation-

averaging technique afforded by the superposition T-matrix method [6]. The latter 
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represents a direct, numerically-exact computer solver of the macroscopic Maxwell equa-

tions for a multi-sphere group (see, e.g., [7]). 

 We assume that the random particulate volume is illuminated by a quasi-

monochromatic beam of light and is observed from a distant point. Using the scattering 

plane for reference allows us to define the relation between the Stokes parameters of the 

incident (“inc”) and scattered (“sca”) light in terms of the normalized scattering matrix of the 

entire volume [4, 8]: 
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where θ is the scattering angle. The zeros denote scattering matrix elements negligibly small 

(in the absolute sense) relative to the other elements at the same scattering angle.  

Elements of the scattering matrix define specific properties of the scattered light corres-

ponding to different states of polarization of the incident light. If the incident light is unpola-

rized, then the element a1(θ), called the phase function, describes the angular distribution of 

the scattered intensity, while the ratio –b1(θ)/a1(θ) gives the corresponding degree of linear 

polarization. If the incident light is polarized linearly in the scattering plane, then the linear 

polarization ratio μL=(a1(θ) – a2(θ))/(a1(θ) + 2b1(θ) + a2 (θ)). If the incident light is polarized 

circularly in the counterclockwise direction when looking in the direction of propagation, 

then the circular polarization ratio μC = (a1(θ) + a4(θ))/(a1(θ) – a4(θ)). 

NUMERICAL RESULTS 

Some of the results of our extensive computations are presented in Figs. 1 and 2. Here, we 

limit ourselves to analyzing only the data obtained in the range of large scattering angles 150° 

≤ θ ≤ 180°. The computations have been performed for a scattering volume of the size pa-

rameter kR =30 filled with spherical particles with a complex refractive index m = mR + imI, 

where mR = 1.31 (Fig. 1), 1.5 (Fig. 2), and mI = 0, 0.01, 0.1, 0.3. The values of the particle size 

parameter were adopted to be kr = 2 (mR = 1.31) and kr = 1.76 (mR = 1.5). The point is that 

in [2, 3] we have obtained that just for these values of kr the single scattering polarization 

has a wide horizontal “shelf” of near-zero values extending from θ = 150° up to 180°. But 

with growing N, the polarization –b1(θ)/a1(θ) develops a pronounced minimum caused by the 

increasing contribution of multiple scattering. Such behavior of polarization is caused by the 

effect of CB, and the question is how the absorption can influence the behavior of the nega-

tive branch of polarization. In the case of mR = 1.31, the number of constituent particles N 

was varied from 100 up to 400 what corresponds the variation of the packing density ~  

from 3.6% up to 14.6%, and  for mR = 1.5, N varies from 100 ( ~ = 2.4%) up to 600 (~ = 

14.5%).  
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From Fig. 1 we see that in the range θ >170° the backscattering peak in the normalized 

scattered intensity a1(θ)/a1(180°), caused by the effect of CB, decreases with increasing the 

absorption, and the angular widths of these peaks increase with increasing absorption. A 

somewhat different situation is seen in Fig. 2. Specifically, in the case of N = 100 ( ~ = 

2.4%), increasing mI from 0 up to 0.1 results in increasing intensity backscattering peak and 

decreasing its angular width. Then, when mI = 0.3, the backscattering peak decreases and 

practically does not differ from that in the case of mI = 0, 0.01. In the case of N=600 ( ~ = 

14.5%), the intensity backscattering peak decreases with increasing absorption monotonous-

ly. Besides, note that when mI = 0.3 the backscattering enhancement is still sufficiently strong 

for both values of N, which is indicative of a significant contribution of multiple scattering 

for mR = 1.5 even in the case of such strong absorption.  

 
Figure 1. Scattering characteristics of a kR = 30 scattering volume randomly filled with N 

identical spherical particles of kr = 2.0, mR = 1.31, and 0 ≤ mI ≤ 0.3. The upper row: N=100 

(the packing density ~ = 3.6%), the bottom row: N=400 ( ~ = 14.6%).  

 
Figure 2. Scattering characteristics of a kR = 30 scattering volume randomly filled with N 

identical spherical particles of kr = 1.76, mR = 1.5, and 0 ≤ mI ≤ 0.3. In the upper row, N = 

100 (the packing density ~ = 2.4%). In the bottom row, N=600 ( ~ = 14.5%). 
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In the case of mR = 1.31 (Fig. 1), the minimum of polarization –b1(θ)/a1(θ) monotonous-

ly decreases with increasing mI,, and when mI = 0.3, the curve of polarization changes its 

shape. Note that for N = 100, the asymmetry of the polarization curve increases with in-

creasing mI, up to 0.1, but if N = 400 then the position of the inversion point does not 

change. Fig. 2 demonstrates that in the case of mR = 1.5 and N = 100, the behavior of the 

value of minimum polarization (similar for the behavior of the intensity) is not monotonous 

with increasing absorption. Firstly, increasing mI from 0 up to 0.1 results in increasing the 

maximum absolute value of negative polarization, and, when mI = 0.3, the absolute value of 

negative polarization decreases. For the case of N = 600, the depth of the polarization mini-

mum decreases monotonously with increasing absorption. 

Finally, from Fig. 1 we see that increasing absorption monotonously diminishes the val-

ues of the linear μL and the circular μC polarization ratios, and when mI = 0.3, depolarization 

of the medium approaches zero. Again, the results of computations of μL and μC performed 

for mR = 1.5 and N = 100 and shown in Fig. 2, demonstrate a significant increase of these 

values with increasing mI from 0 up to 0.1. 

Thus, we can conclude that increasing absorption can both enhance and suppress ma-

nifestations of the CB effect depending on the particle packing density and the real part of 

the refractive index. It is necessary to note that in [9] it has been shown that absorbing 

Rayleigh scatterers can yield more pronounced enhancement factors and polarization 

surges than nonabsorbing Rayleigh scatterers. 
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For the model of a vertically and horizontally homogeneous slab of an arbitrary optical thick-

ness composed of fractal aggregates of small spherical ice monomers, generated by applying 

three different approaches, we analyze the results of computations of the backscattering circu-

lar polarization ratio. The computations are performed for the refractive index m = 1.78 + 

i0.003 by using the superposition T-matrix and vector radiative transfer codes.  

INTRODUCTION 

Scattering of electromagnetic waves by media composed of ice fractal particles is the subject 

of utmost importance to the discipline of remote sensing of the Earth and other solar system 

objects. In particular, the knowledge of scattering properties of such media is needed for the 

interpretation of radar observations of terrestrial ice sheets [1], Galilean satellites of Jupiter 

[2], and Saturn’s rings [3]. To solve this problem it is necessary, in the first place, to calculate 

the single scattering characteristics of fractal aggregate particles, and various techniques have 

been developed for this purpose over many years (see [4]). In recent years, the numerical-

ly-exact superposition T-matrix method [5] has been extensively applied to the computa-

tions of scattering by multi-sphere clusters (see, e.g., [6]). It is obvious that when perform-

ing such computations the model of aggregate structure must be adopted, and it should 

be expected that scattering characteristics of clusters can be affected in some way by their 

morphology. The question is that of how strong these effects can be.  

In this paper, for a slab composed of fractal aggregates of small spherical ice monomers, 

generated by applying several procedures, we investigate the influence of the cluster mor-

phology on the behavior of the circular backscattering polarization ratio which may contain 

information on microphysical properties of the scattering medium [3]. 

ICE CLUSTER MODELS AND COMPUTATIONAL TECHNIQUES 

Let the scattering medium be a plane-parallel slab composed of randomly distributed, inde-

pendently scattering aggregate particles built of spherical monomers. The slab is illuminated 
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by a parallel beam of light, with (θ0, φ0) and (θ, φ) specifying the directions of incidence and 

reflection. The first step in computations of the single-scattering characteristics of the me-

dium composed of fractal-like clusters is generating monomer positions in a fractal aggregate. 

As an initial model of aggregates we adopt fractal clusters which can be described by the 

following statistical scaling law [4]: 

 
f
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r

R
kN 




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


 , (1) 

where r is the monomer radius, 1 ≤ Df ≤ 3 is the fractal dimension, k0 is the fractal prefactor, 

NS is the number of monomers in the aggregate, and Rg, called the radius of gyration, is a 

measure of the overall aggregate radius. Parameters NS, Df, and k0 specify the morphology of 

a fractal aggregate. 

We apply the following algorithms to generate monomer positions in fractal aggregates. 

A)  The cluster–cluster aggregation procedure [7]. The basic idea of this method is to gener-

ate a sequence of random sphere positions subject to the constraint that the positions, at any 

point in the sequence, identically satisfy Eq. (1) for given k0 and Df and that each monomer 

touches at least one other monomer.  

B) The original diffusion-limited aggregation (DLA) method [8] in which the generation 

procedure starts with a pair of spheres in contact for pre-set k0 and Df values and adds a 

single monomer at a time. Compared to the cluster–cluster aggregation procedure, the DLA 

algorithm is less realistic, but it can be used for a wider range of the values of the fractal pa-

rameters. Note that the overall shape of fractals generated by using both the cluster-cluster 

and DLA algorithms is nearly spherical.  

C) The approach which gives the possibility to generate clusters of spheroidal overall shape. 

Specifically, it generates fractals composed of spherical monomers that lie randomly within 

the surface of a spheroid, subject to the constraints that no two spheres overlap and that each 

sphere contacts with at least one neighbour. In the case of unit monomers, the monomer 

packing density p is defined as 

 
3ER

N
p S ,  (2)                                                                                                                                                                                                                                                                                                            

where E is the aspect ratio, R is the axial radius of the spheroid, and E > 1 represents a 

prolate spheroid. Note that such fractals are not described by Eq. (1).  

To compute the elements of the single-scattering matrix for the generated fractals, we 

use the superposition T-matrix method [5] and the corresponding FORTRAN code which is 

publicly available online*. Then the obtained single-scattering characteristics of aggregate 

particles are used to compute the elements of the diffuse Stokes reflection matrix. In the case 

of a semi-infinite homogeneous slab we employ a vector radiative-transfer code based on the 

numerical solution of the Ambarzumian’s nonlinear integral equation [9], and for a finite slab 
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we use a numerically exact computer code based on the invariant imbedding technique [10]. 

The circular polarization ratio is derived from Eqs. (14.3.21)–(14.3.25) and (14.5.15) of [11]. 

NUMERICAL RESULTS AND DISCUSSION 

In Fig. 1, we depict the computed dependences of the backscattering circular polarization 

ratio μC on the angle B = π/2 – θ. The computations are performed for a plane-parallel ho-

mogeneous slab of optical thickness τ = 2 (three bottom curves) and a semi-infinite slab 

(three top curves) composed of fractal ice aggregates with the refractive index m = 1.78 + 

i0.003 which corresponds to weakly contaminated water ice at a wavelength of 12.6 cm.  The 

monomer packing density p is fixed at 0.2, the monomer radius r = 1 cm, the fractal dimen-

sion Df = 2.5, and the overall cluster radius R  is varied in the range 4 ≤ R  ≤ 10 cm. Similarly 

[12], to obtain the single-scattering characteristics, we generate an ensemble of ten fractal-

parameter-equivalent realizations of an aggregate, compute the single-scattering characteris-

tics for each realization, and then average them over the ensemble. The necessity to perform 

such averaging was discussed in [12]. 

The top row shows the results of computations performed for slabs composed of ag-

gregates generated by employing the three procedures described above. First of all, we see 

that for τ = 2, the angular dependence of μC on B decreases significantly with increasing R, 

but it increases with increasing τ. One can see that when using the cluster-cluster and DLA 

algorithms, for the same values of τ the values of μC do not practically depend on the aggre- 

 

 
Figure 1.  Angular dependence of the backscattering circular polarization ratio. Different 

curves correspond to the results of computations performed for a layer of two values of the 

optical thickness (τ = 2 and semi-infinite) and varying cluster structure. 
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gate generating procedure, the dependence increases weakly with increasing R. Our computa-

tions performed for Df = 3 (not presented here) show that the difference in the values of μC 

due to the difference in the aggregate structure produced by employing such procedures, 

substantially increases with increasing Df.. As regards the case of clusters described by Eq. (2) 

for E = 1, τ = 2, R = 4, 6 cm, a significant difference in the values of μC obtained by using 

this approach and the cluster-cluster or the DLA procedures is seen. This difference increas-

es with increasing R from 4 cm up to 6 cm, but with further increasing R it starts to decrease 

noticeably. The numerical results obtained for aggregates of prolate (E > 1) and oblate (E < 

1) spheroidal overall shapes are depicted in the middle (E = 1.2, 1/1.2) and bottom (E = 2, 

1/2) rows. One can see that with the exception of the case of R = 10 cm, E = 1.2, 1/1.2, for 

the slabs composed of fractals of the overall oblate and prolate spheroidal shapes, the values 

of μC differ from each other.  

Thus, the results of our computations show that, for the slabs composed of aggregates 

generated by the cluster-cluster and the DLA procedure, the values of the backscattering 

polarization ratio differ from each other very weakly. In the case of using Eq. (2), the depen-

dence of μC on aggregate structure can be significant.  
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The Discrete Sources Method (DSM) has been adjusted to model polarized light transmission 

through metal film deposited on a glass prism with nano-sized inhomogeneity. A correlation 

between Extreme Transmission Effect (ETE) and Surface Plasmon Resonance (SPR) has been 

investigated. The distribution of the scattered intensity in the peak of ETE has been analyzed. 

INTRODUCTION 

The discovery of enhanced optical transmission through sub-wavelength holes in noble metal 

film has attracted considerable interest to this optical phenomenon [1]. Different groups of 

researchers worldwide have recently examined the transmission properties of sub-wavelength 

apertures. But the most of them considered normal incidence of an exciting plane wave on 

the film surface. At the same time, there are multiple practical applications involving an eva-

nescent wave scattering in nano-optics and biophotonics [2-3]. Using evanescent waves al-

lows in particular avoiding the problem of filtering of the scattered light from the refracted 

one behind the film.  

Extreme Transmission Effect (ETE) through a nano-sized hole in noble metal film de-

posited on a glass prism has been reported in [4]. Later it was found that the ETE also occurs 

with other types of the film inhomogeneities [5]. The ETE arises in the region of evanescent 

waves behind the angle of total internal reflection. It demonstrates a sharp (by an order of 

magnitude) increase in the total scattering cross section compared to the normal incidence of 

the wave on the film. In this case, the diameter of an inhomogeneity is much smaller than the 

diffraction limit. A specific feature of this effect is that it is independent of the inhomogene-

ity shape, diameter and material, the film thickness, and the filling of the external half-space; 

it can only be determined by the film material. 

In this paper, we consider a correlation between ETE and Surface Plasmon Resonance 

(SPR) [6]. The Discrete Sources Method [3] has been adjusted to model polarized light 

transmission through metal film deposited on a glass prism with nano-sized inhomogeneity. 

The distribution of the scattered intensity in the peak of ETE has been analyzed. 
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The Discrete Sources Method 

The model presented here is based on the Discrete Sources Method (DSM), which seems to 

be one of the most flexible techniques for scattering problems treatment. The advantage of 

the DSM is that it is a semi-analytical meshless method and it does not require any integra-

tion procedures. By use of this technique, the scattered field everywhere outside an axial-

symmetric inhomogeneity is constructed as a finite linear combination of the fields resulting 

from multipoles distributed over the axis of symmetry inside the inhomogeneity. The DSM 

solution satisfies the Maxwell equations, required conditions at infinity, and transmission 

conditions enforced at the layered interfaces. The Green Tensor of a layered plane interface 

is employed to account for the complete interaction of the inhomogeneity with a stratified 

interface analytically.  While most of the conditions of the boundary-valued scattering prob-

lem are satisfied analytically, the unknown discrete sources amplitudes are determined from 

transmission conditions enforced at the inhomogeneity’s surface only [3]. One of the most 

attractive features of the DSM implementation consists in a flexible choice of the discrete 

sources system that is used for the approximation of the solution. Besides, the DSM enables 

to employ different numbers of basic functions for scattered and internal field representation 

that gives an opportunity to examine the obstacle with high refractive indices. 

DSM numerical scheme is based on the axial symmetry of the scattering problem ge-

ometry (inhomogeneity plus interface). While the multipoles generating the fields are distrib-

uted over the axis of symmetry inside the inhomogeneity, the DSM solution including Weyl-

Sommerfeld integrals accepts the form of finite Fourier series with respect to the azimuth 

angle. Exciting evanescent wave impinging the inhomogeneity from prism surface is resolved 

in Fourier series with respect to the azimuth angle. This leads to the reducing surface ap-

proximation to a set of one-dimensional approximating problems enforced at the inhomoge-

neity’s meridian.  To fit the transmission conditions we use generalized point-matching tech-

nique distributing the matching points over the meridian. It provides reduction of the sizes of 

linear systems to be solved and thus leads to a reduction of the computation time and mem-

ory storage. Multipoles’ amplitudes are determined as pseudo-solutions over-determined 

systems of the linear equations. To ensure the full rank a rectangular matrix of the over-

determined systems regularization procedure is applied. We use complex shift of spectrum of 

the extended rectangular matrix, which enables to get normal pseudo-solution. 

The DSM numerical scheme allows considering of all incident angles and both polariza-

tion P and S at once.  The DSM computer model controls convergence and stability of the 

results by a posterior evaluation of the surface residual at the inhomogeneity surface in least 

square norm.  Besides, the corresponding far field pattern is represented as a finite linear 

combination of elementary functions allowing fast computer analysis of the intensity distribu-

tion and objective response [4]. 

NUMERICAL RESULTS 

Let us consider the scattering of a P/S polarized plane wave propagating from glass 

(LASF46A) prism with a refractive index np=1.904, on Si (n=4.37-0.08j) sphere, D=49 nm, 

immersed in Au (nf=0.18-3.26j) film of thickness d=50 nm. We analyze the scattered inten-



Extreme transmission effect Y. Eremin et al. ELS’XII   

 

 44 

 

sity in the incident plane versus scattering angle and Scattered Cross Sections (SCSs) in upper 

and lower hemispheres versus incident angle with respect to the normal to the plane inter-

faces. 

Figure 1 demonstrates the SCS in µm2 units for P/S polarized incidences versus incident 

angle. In this particular case the critical angle behind which the evanescent wave appears is 

c=31.68º.  One can see the close correlation between the SPR (minimum value of the reflec-

tion coefficient from prism-film-air media) and ETE. Minimum value of scattering appears at 

the incident angle of 32.5º and the maximum at 33.7º.  

Figure 2 shows the distribution of the scattered intensity in the incident plane. Data for 

normal incidence - 180º demonstrate symmetry with respect to 0-180º plane. For the oblique 

incidences maximal values are achieved in the incident and specular directions. 
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Biological particles play important roles in all aspects of our life. Studying their features and 

behavior is of interest for a wide variety of applications, from engineering to medicine. Among 

other biological particles, the human red blood cell attracts special attention due to its impor-

tance for human health. In this paper modeling aspects of computer simulations of light scat-

tering from red blood cells and some numerical methods suitable for such modeling are dis-

cussed. Recent calculation results based on an improved numerical scheme of the Discrete 

Sources Method are presented in comparison with results of the Discrete Dipole Approxima-

tion. 

INTRODUCTION 

In recent years, biological particles and their features have been studied intensively for 

multiple applications, from climate science to medicine. The investigation of light scattering 

by biological particles is considered to be an effective technique for obtaining information 

about their properties. This is supported by a considerable amount of modeling methods that 

can be applied to the theoretical study of light-scattering problems. In an ideal case the results 

of numerical modeling can be applied for the interpretation of measured results [1]. 

Human blood cells are intensively studied due to their importance for human health. 

Among other blood cells the Red Blood Cell (RBC, erythrocyte) attracts considerable 

attention due to its functions in blood and relatively simple internal structure. Biologically, 

the RBC is responsible for oxygen delivery over the body and change in its optical properties 

is a marker for certain diseases (e.g. anemia). The last fact makes its study of interest for 

medical diagnostic applications. In most mammals, mature RBCs lack a nucleus and 

organelles, typical for other cells. It makes it a convenient object for modeling methods. 

MODELLING ASPECTS AND METHODS 

Despite the fact the RBC has no internal structure, its complicated biconcave shape causes 

difficulties for modeling. In earlier works the RBC has been approached as a sphere and in 

some works, an equivolume sphere. Later it has been suggested to use the shape of a flat disk 

or oblate spheroid. Recently, it has been shown that simplified approximations that do not 

account for erythrocyte biconcavity in some cases deliver totally different results [2]. In the 

last years several shape models to approach the realistic biconcave shape have been 

                                                      
* Elena Eremina (eremina@iwt.uni-bremen.de) 

http://en.wikipedia.org/wiki/Cell_nucleus
http://en.wikipedia.org/wiki/Organelle


Helsinki 2010 E. Eremina  Biological particles 

 

 47 

 

suggested: Fung model, Skalak model, Lu model, Cassini-based model. Their short 

description is collected e.g. in [3]. 

In recent years different numerical methods have been applied to model the light 

scattering by biconcave shape models of the RBC.  One of them is the Finite Difference 

Time Domain (FDTD) [4]. The method provides a discrete reformulation of Maxwell’s 

equations in their differential form. It restricts the electromagnetic field problem with its 

open boundary problem to a simply connected and bounded space containing the region of 

interest. The computational domain is decomposed into a finite number of volume elements. 

Due to this fact the FDTD is well suitable for parallelization that helps to reduce the time of 

calculations. Parallelization was successfully used for calculation of RBC [4,5]. 

The Discrete Dipole Approximation (DDA) is another effective method for calculation 

of light scattering by biconcave RBCs [6]. The idea of DDA is based on a volume 

discretization of the investigated object. The scatterer is approximated by a lattice of dipoles, 

whose number depends on object shape, size, refractive index, wavelength etc. The scattering 

characteristics are calculated as a superposition of the dipole’s fields. The main restriction of 

the DDA is its complexity for computation due to the growing number of dipoles used. The 

main challenge for DDA application consists in the low relative refractive index of RBC 

(1.03-1.06). The latter circumstance makes it possible to start an iterative procedure from the 

Born approximation, which provides reasonable values for the dipoles’ polarisation. In the 

last years DDA has been compared to FDTD [7]. 

Another method suitable for modeling of biconcave RBCs is the Discrete Sources 

Method (DSM) [8]. The main advantage of the DSM is that it is a semi-analytical meshless 

method and it does not require any integration procedure. By use of this technique the scat-

tered field everywhere outside an axially symmetric obstacle is constructed as a finite linear 

combination of the fields of Discrete Sources (DS) (multipoles) deposited in a complex plane 

adjoined to the symmetry axis of the RBC. This procedure is presented in [2] in details. The 

DSM solution is built to satisfy Maxwell’s equations and conditions at infinity. While the 

most conditions of the scattering problem are satisfied analytically the unknown amplitudes 

of the DS are determined from transmission conditions enforced at the obstacle surface. One 

of the most attractive features of the DSM implementation consists in a flexible choice of the 

DS, which are used for the construction of the approximate solution. Besides, the DSM 

enables the employment of different numbers of DS used for the scattered and the internal 

field representation, which provides an opportunity to examine the obstacle with high refrac-

tive indices as well. 

The DSM numerical scheme makes use of the axial symmetry of an obstacle’s geometry 

and is especially suitable for biconcave shapes. Due to the multipoles’ deposition in a com-

plex plane, the DSM solution accepts the form of a finite Fourier series with respect to the 

azimuth angle. It allows a reduction of the surface approximation problem over the whole 

surface to a set of one-dimensional approximating problems enforced at the particles’ merid-

ian. To fit the transmission conditions, the generalized point-matching technique is used. It 

provides a considerable reduction of the sizes of linear systems and leads to a decrease of the 

computation time and memory storage used. The multipoles’ amplitudes are determined as 

pseudo-solutions of over-determined systems of the linear equations. To ensure the full rank 

of a rectangular matrix in the over-determined system, a regularization procedure is applied. 
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In the last years, different shape models for RBCs have been used for light-scattering 

calculations based on the DSM [2,9]. The investigation of the RBC parameters on the light-

scattering characteristics has been presented in [10]. The results of the DSM have been com-

pared to results of some other numerical methods [3]. Recently it has been compared with 

DDA [11]. Comparison with DDA demonstrated that for RBC calculations under large scat-

tering angles in respect to the rotational axis, DSM meets some difficulties, which are caused 

by a large number of Fourier harmonics needed to construct the solution. At the same time 

the DSM numerical scheme allows calculation of all incident angles and both polarization P 

and S at once, which is advantageous compared to DDA. Besides, the DSM based computer 

model controls convergence and stability of the results by a posterior evaluation of the sur-

face residual at the particle surface in least-square norm [8]. 

NUMERICAL RESULTS 

In the last months the DSM code has been improved by use of the Tikhonov’s regularization 

in least square sense with a spectral shift in a complex plane. Due to this improvement it is 

now able to overcome the numerical instability observed previously. 

In the following figures the results of a comparison between the DSM and DDA are 

presented for the element S11( ) of the Mueller Matrix [5]. For this demonstration the Fung 

model of the RBC [4] with a diameter D=6 µm has been taken. The wavelength is λ=496 nm 

(in water), the RBC refractive index is n=1.06, and the incident angle is 90°. In Fig. 1 the 

results based on the unmodified version of the DSM code in comparison with the results of 

DDA are presented (see [11]). Fig. 2 shows the same results, but for the modified DSM code. 

From these results it is obvious, that the modified version delivers much more stable results, 

which show good congruence with DDA compared to the old version. 
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New studies on scattering properties of four kinds of soot 
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New polarization curves as a function of the scattering angle are studied with PROGRA2 

instruments (Propriétés Optiques des Grains Astronomiques et Atmosphériques) for 4 differ-

ent kinds of soot, levitating in a cloud and deposited on a surface. The smallest agglomerates of 

few μm produce higher polarization values than the full set of agglomerates. The small agglom-

erates and the packed particles on a surface have the higher polarization. These results need 

more studies. These curves will be used for detection of soot in the stratosphere by remote 

sensing measurements. 

INTRODUCTION 

It is now known that soot is present in stratosphere, and it can have a direct effect on the 

atmospheric chemistry and, through radiative transfer, on climate [1]. Reference scattering 

curves for soot are necessary to identify their types from remote sensing measurements in 

particular using balloon-born radiometer MicroRADIBAL [2]. Models using the Mie theory 

failed to give the optical properties of soot because of their fractal irregular shape [3]. An 

experimental database of the optical properties of soot made in a laboratory is then neces-

sary. Preliminary studies on light scattering with some kinds of soot have already been done 

[1]. Here we present new measurements for the polarization produced by four types of soot 

obtained by the PROGRA2 experiment. New cameras used by PROGRA2 are more sensi-

tive, so the optical properties of the smaller particles are easier to detect. 

The studied samples have an unknown imaginary part of the index, complicating the 

explanation of the polarization degrees.  Previous studies on polarization by deposited parti-

cles have been made by Shkuratov et al. 2006 [4], where the imaginary part of index was 

known.   

MEASUREMENT SYSTEM WITH PROGRA2-VIS AND DATA ANALYSIS 

PROGRA2 instruments are imaging polarimeters with two randomly polarized lasers at 

632.8 nm and 543.5 nm. The laser beam carried by optical fibres illuminates the particles. 

Light scattered by samples at a given scattering angles is split between the parallel and per-

pendicular component by a beam splitter cube. The cube is followed by the detectors: two 

CCD cameras providing 25 images per second. PROGRA2-vis observes the levitating parti-
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cles lifted by a small injection of nitrogen in a vial. The incident laser beam and the vial rotate 

and the detection system is fixed. The size of the agglomerates having diameters greater than 

20 µm can be determined by images recorded by the instrument. PROGRA2-surf performed 

measurement for deposited particles on a surface. More details of the PROGRA2 are pre-

sented in Renard et al. [5] and in Hadamcik et al. [6]. 

The degree of linear polarization P of the scattered light can be given 

 
parper

parper

II

II
P




  , (1) 

where perI
 and parI

 are the scattered intensities polarized perpendicular and parallel to the 

scattering plane, respectively.  

The imaging system allows sorting out the polarization values per different grain size 

classes to estimate the effect of size on the polarization for a given sample. 

SCATTERING CURVES FOR SOOT 

Studied samples 

Two of the studied samples are produced from an incomplete combustion of a liquid sol-

vent: Toluene (C7H8). The two others are produced from a solid polymer; Polymethyl 

Methacrylate or PMMA (C5H8O2). Table 1 shows information about the studied samples. 

The global equivalent ratio is defined as the ratio between the mass ratio of fuel to air during 

the experiment, and the mass ratio of fuel to air at stoichiometry [6]. 

  

Table 1. Detailed info about the four samples. 

 

Levitating and deposited samples 

Figure 1 presents the dependence of linear polarization on the scattering angle at λ =632.8 

nm for levitating agglomerates of soot. The amplitude of positive polarization branches are 

obtained with toluene1, followed by a similar behavior of the polarization produced by tolu-

ene2 and PMMA1. The lowest amplitude of the polarization is obtained with PMMA2. All 

the amplitudes of polarization are obtained for scattering angles between 80° and 90°. 

Name 
Ventilation flow rate 

(m3/h) 

Global equiva-

lence ratio 

Primary particle 

diameter (nm) 

Fractal dimen-

sion 

Soot density 

(g/cm3)  

Toluene1 450 0.01 52 1.86 1.46 

Toluene2 100 0.06 70 1.81 1.46 

PMMA1 450 0.06 42 1.78 1.52 

PMMA2 50 0.49 56 1.74 1.52 
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The angular profile of linear polarization produced by the smallest agglomerates of a few 

µm in diameter can be retrieved by using images recorded after 30 seconds of the nitrogen 

injection. Fig. 2 shows the polarization curves of such particles. An obviously larger differ-

ence is noticed between the polarization amplitude obtained with the smallest agglomerates 

and those obtained with the full set of agglomerates. As we can see in the Fig. 2, the two 

samples issued with low flow ventilation rate PMMA1 and toluene1 produce the highest 

polarization curves and show similar behavior to each other. The two other samples, 

PMMA2 and toluene2, having lower flow ventilation rate than the others, produce lower 

polarization curves for the small agglomerates. When the ventilation flow rate decreases, the 

global equivalent ratio increases, and the fractal dimension decreases [7]. This could be an 

explanation for the impact of the ventilation flow rate on the polarization values. 

It is interesting to check the dependence of polarization on the diameter of the agglom-

erate after averaging the data over size intervals of 50 µm, following a power law fit. The 

imaging system allows identifying polarization produced by particles larger than 20 µm in 

diameter. Fig. 3 shows an example given at 70° scattering angle, obtained with the sample 

Toluene1. The polarization increases with the diameter, and large fluffy absorbing particles 

produce higher polarization [6]. 

 

 
Figure 1. Polarization curves for the agglome-

rates for levitating samples. 

 

 
Figure 2. Polarization curves for the small 

agglomerates for levitating samples. 

 

 
Figure 3. Dependence of polarization on size 

after averaging the data over 50 µm size inter-

vals. 

 
Figure 4. Polarization curves for the 

PMMA1 sample measured in different 

conditions. 

 

Figure 4 shows a comparison of amplitudes of positive polarization branches for the 

same sample, PMMA1, in different conditions. The highest amplitudes of polarization are 
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obtained with the two curves produced by the smallest agglomerates and with the packed 

particles on a surface. The amplitude for both of these curves is about 72 %. A negative po-

larization is noticed for the packed samples on a surface at large scattering angles. Deposited 

particles produce lower polarization curves than the packed ones and greater than the one 

obtained with lifted agglomerates. The lowest polarization amplitude is given by a dense 

cloud of particles; more studies are needed and are in progress to give an explanation for this 

result. 

CONCLUSIONS 

Smallest agglomerates in a range of few µm in diameter present a higher amplitude of polari-

zation than those obtained with the full set of agglomerates. The polarizations produced by 

small agglomerates mainly depend on the flow ventilation factor used during the incomplete 

combustion. Smallest agglomerates and packed particles on a surface give the highest ampli-

tude of polarization. The lowest amplitudes are produced by a dense cloud of levitating ag-

glomerates; further studies are needed to explain this result. 

The new version of PROGRA2 using more sensitive cameras allows to detect agglom-

erates having low brightness. New measurements with other kinds of soot will be studied. 

Finally the data will be added to the PROGRA2 data base (http://www.icare.univ-

lille1.fr/progra2/). In particular, they will be used to identify the type of the grains of soot 

detected in the stratosphere with MicroRADIBAL. 
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1
Radiative Transfer Laboratory, Department of Mechanical Engineering, University of Ken-

tucky, Lexington, KY 40506-0503, USA. 
2
Özyeğin University, Altunizade, 34662 Istanbul, Turkey. 

3
Université de Lyon, CNRS, INSA-Lyon, UCBL, CETHIL, UMR5008, F-69621, Villeurbanne, 

France. 

The thermal effects on the performances of In0.18Ga0.82Sb based nanoscale-gap thermophoto-

voltaic (nano-TPV) energy conversion devices are analyzed via the solution of the coupled 

near-field thermal radiation, charge and heat transport problem. The results suggest that the 

performances are quite low due to excessive heating of the p-n junction converting radiation 

into electricity. This problem could be circumvented by designing nanostructures selectively 

emitting thermal radiation in the near-field.  

INTRODUCTION 

In thermophotovoltaic (TPV) energy conversion, a heat source is employed to maintain a 

radiator at a specified temperature, which in turns emits thermal radiation toward a cell gene-

rating electricity. In order to potentially improve the power output and conversion efficiency 

of TPV systems, Whale and Cravalho [1] proposed to separate the radiator and TPV cells by 

a sub-wavelength vacuum gap. At sub-wavelength distances, radiation heat transfer is in the 

near-field regime, such that the energy exchanges can exceed the values predicted for black-

bodies. For thermal radiation temperatures, the near-field effects become dominant when the 

bodies are separated by few tens of nanometers. Therefore, a TPV system using the near-

field effects of thermal radiation is referred hereafter as a nanoscale-gap TPV (nano-TPV) 

device. While the studies available in the literature have clearly shown that the near-field ef-

fects of thermal radiation can substantially improve the electrical power output of TPV sys-

tems [1-3], some important questions about the feasibility of nano-TPV energy conversion 

are still unanswered. In this work, we aim to study the energy required for maintaining the 

TPV cells at room temperature via the analysis of the thermal effects in nano-TPV devices. 

For purpose of comparison with the literature, we study systems based on In0.18Ga0.82Sb cells 

[3]. 
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EVALUATION OF NANO-TPV SYSTEM PERFORMANCES 

As shown in Fig. 1, a bulk radiator (tungsten W, T0 = 2000 K) and a TPV cell (In0.18Ga0.82Sb, 

bandgap Eg of 0.56 eV at 300 K) are separated by a sub-wavelength vacuum gap of length dc. 
The TPV cell consists of a single p-n junction, where the thicknesses of the p-doped and n-

doped regions are given by tp = 0.4 m and tn = 10 m [3]. As the TPV cell is likely to heat 

up from various sources (absorption by the free carriers and the lattice, non-radiative 

recombination and thermalization [4]), a thermal management system is used to maintain the 

p-n junction around room temperature. The cooling system is modeled as a convective 

boundary with a fixed temperature T∞ = 293 K and a heat transfer coefficient h∞.  

The performances of the nano-TPV device are evaluated through the solution of the 

coupled near-field thermal radiation, charge and heat transport problem. The mathematical 

details as well as the modeling of the optical, electrical and thermophysical properties are 

given in reference [4]. 
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Figure 1. Schematic representation of the nano-TPV power generation system under study. 

 

When the temperature of the cell is varied artificially (i.e., the energy equation is not 

solved), it can be observed in Fig. 2(a) that thermal radiation absorption increases slightly as 

the temperature of the cell increases mostly due to the fact that Eg decreases. On the other 

hand, the electrical power output Pm decreases significantly when Tcell increases, regardless of 

the gap dc. For example, the conversion efficiency c is 24.8% when dc = 20 nm and Tcell = 

300 K, a value that drops to 3.23% when Tcell = 500 K. 

Figure 2(b) shows that the short-circuit current Jsc slightly varies with Tcell, while the 

open-circuit voltage Voc significantly decreases with increasing Tcell (due to an increasing dark 

current), thus explaining the low Pm and c values reported above. 
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Figure 2. (a) Radiation absorbed by the cell and electrical power output as a function of Tcell 

and dc. (b) J-V characteristic for dc = 20 nm as a function of Tcell. 

 

Figure 3(a) shows averaged cell temperature Tcell,avg as a function of the heat transfer coef-

ficient h∞ for various gaps dc. The values of h∞ needed to maintain the TPV cell around 300 K 

are quite high. Indeed, for a gap dc of 5 m, a h∞ value of 104 Wm-2K-1 is required to maintain 

the p-n junction around room temperature, while a h∞ of 105 Wm-2K-1 is needed for gaps dc 

of 100 nm, 50 nm, and 20 nm. Generally speaking, heat transfer coefficients h∞ up to 103 

Wm-2K-1 can be achieved via free convection, while h∞ up to about 2×104 Wm-2K-1 can be 

reached by forced convection; heat transfer coefficients above this threshold are possible via 

convection involving phase change. The results of Fig. 3(a) should not be surprising, since 

radiation with energy E exceeding the bandgap Eg largely contributes to heat generation in 

the p-n junction. The use of a bulk radiator in the near-field provides a broadband enhance-

ment of the flux, which contributes simultaneously to increase the electrical power output 

and to increase heat generation within the p-n junction. 

The electrical power output is presented in Fig. 3(b) as a function of dc and the heat 

transfer coefficient h∞. As expected, the performances of the nano-TPV devices are signifi-

cantly affected by the thermal boundary condition imposed at Z4. For example, when dc = 20 

nm, the conversion efficiency c is 25.4% when h∞ = 106 Wm-2K-1 (Tcell,avg = 294 K), and this 

value drops to 6.9% when h∞ = 5×103 Wm-2K-1 (Tcell,avg = 466 K). 

CONCLUSIONS 

The results presented in this work suggest that the performances of the nano-TPV devices 

proposed so far in the literature are quite low. A potential way to avoid excessive heating of 

the cell is to design nanostructures selectively emitting thermal radiation in the near field. The 

performance of the nano-TPV device discussed here could be analyzed further as a function 

of the doping levels, the configuration of the cell, the thicknesses of the p- and n-doped re-
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gions, and the relative proportion of GaSb and InSb. Finally, the impacts of using radiators 

made of thin films of W should be investigated in a future research effort. 
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Figure 3. (a) Averaged cell temperature Tcell,avg as a function of dc and h∞. (b) Electrical power 

output Pm as a function of dc and h∞. 
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Development of a software package for the analysis of electro-
magnetic scattering from small particles 
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2
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An integrated software package incorporated with a graphical user interface (GUI) was devel-

oped for modeling electromagnetic scattering from virtual small particles and also yield charac-

teristic properties of real particles from experimental data. Its interactive features enable the 

user to observe the changes in output scattering properties in real time. In addition to its ease 

of use, it has high computational accuracy, efficiency, reliability and adaptability.  

INTRODUCTION 

The light scattering behavior of isolated spherical and nonspherical particles (ice particles, 

aerosols and hydrosols) where the particle size ranges from micrometer to nanometer is a 

subject of intensive research in the fields of remote sensing, climatology, radiative transfer, 

environmental science, astrophysics etc. The intensity of light scattered by a particle (or en-

semble of particles) is a function of the angle between the incident and scattered radiation, 

size (and dispersion of sizes) of particles, shape (and dispersion of shapes) of particles, optical 

properties of particles (refractive index, permittivity, absorption), particle orientation, incident 

wavelength, polarization of the incident wave, density, structure of aggregates (fluffy, fractal, 

dense, etc.), and quality of particle surfaces (roughness, buffing, etc.).  It is very important to 

study the angular scattering dependency of small particulate matter as such results contain 

information by which the particle may often be classified or even identified and helps for 

better understanding of radiation transfer through a medium containing the scatterer. Vari-

ous theoretical approaches which involve computational techniques are used to explain expe-

rimentally observed light scattering patterns due to particulate matter. Some of these tech-

niques are Mie theory, separation of variables (SVM) method, Ray optics or geometrical op-

tics approximation, Waterman’s T-matrix method, finite difference time domain (FDTD) 

method, discrete dipole approximation (DDA) etc. [1, 2]. Usually the solutions of these light 

scattering theories are very complex, hard to visualize and sometimes it becomes difficult to 

extract the physical characteristics of the scattering system from these solutions. However the 

recent rapid growth in the high performance computing systems, helped in developing effi-

cient and accurate computer programs to simulate light scattering problems. Integration of 

such high performance computer programs with an interactive Graphical User Interface 

(GUI) makes the interaction between a user and a computer program very easy and helps the 

researchers to observe the results in near real time and verify their own techniques [3]. 

                                                      
* Corresponding author: Ankur Gogoi (ankurgogoi@gmail.com) 
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In this contribution, an efficient and reliable software package named TUSCAT is de-

veloped on java platform and presented to simulate and display the plane wave scattering 

from small particles. The package uses and involves a user friendly GUI in order to enable 

the users to enter the required input parameters for light scattering calculations and observe 

the results more intuitively. The numerical results of the scattering matrix elements and the 

efficiencies can also be saved in a user defined data file. The computational programs behind 

TUSCAT are based on Mie theory for spherical particles and T-matrix theory for nonspheri-

cal particles (cylindrical and spheroids). Moreover, another very important facility for com-

paring experimental results from some unknown particle with theoretical results was also 

incorporated in the software so as to provide an analytical tool for light scattering experi-

ments from monodisperse and polydisperse particles. 

DESCRIPTION OF THE GRAPHICAL USER INTERFACE (GUI) 

 
Figure 1. Screenshot of the GUI of the developed software package. 

 

TUSCAT incorporates a user friendly GUI programmed in java (JDK 1.5). Fig. 1 shows 

a screenshot of the control panel of the GUI when calculations were done for a spherical 

particle of size parameter 12.0 and refractive index 1.75+i0.002. The medium refractive index 

was taken to be 1.0+i0.0. At the top of the window, a menu bar is used to save the calculated 

scattering matrix elements and the efficiencies and give initial information of the software. 

On the left hand side of the GUI, drop down menus are used to select the shape of the par-

ticles and size distribution of the particles. Complex refractive index of the particle and the 

medium can be given at the appropriate boxes below these dropdown menus. The theoreti-

cal calculations are initiated when the ‘Calculate’ button is pressed and similarly when ‘Show 

plotted graph’ button is pressed the software generated plots for different scattering matrix 

elements are shown as shown in Fig. 2.  At the middle of the GUI four rectangular panels are 

provided to allow the user for entering the input parameters for the desired size distribution. 
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It is worth mentioning that only one of these rectangular panels is activated against the re-

spective selection of the required size distribution in the size distribution drop down menu. 

On the right hand side of the GUI, the calculated values of extinction, scattering, absorption 

and backscattering efficiencies, single scattering albedo, asymmetry parameter and radiation 

pressure are displayed in their respective panels. At the bottom right of the GUI, the most 

important part of TUSCAT i.e. panel for experimental data analysis is placed. This facility can 

be used to compare the plots for the experimental data from an unknown scattering particle 

with the superimposed plots for theoretical data generated by varying the input parameters, 

to find the characteristic properties of that particle.  

For nonspherical particles, the input boxes are slightly modified in the control panel and 

the plots for the scattering matrix elements are displayed in a similar plotting window. 

 

 
Figure 2. Screenshot of the plotting window. 
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Figure 3.  Normalized graphs of (a) P1/4, (b) P2/4, (c) P3/4 and (d) P4/4 as a function 

of scattering angle for Water haze H (as described by D. Deirmendjian [4]). 

(a) (b) 

(d) (c) 
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RESULTS AND DISCUSSION 

TUSCAT was tested several times to optimize its performance and accuracy. The results for 

scattering efficiencies, radiation pressure, single scattering albedo, asymmetry parameter and 

the scattering matrix elements for different input parameters agree qualitatively well with the 

available computer programs and sources in the literature. For checking the accuracy of our 

program we used it to give the normalized values of P1()/4, P2()/4, P3()/4 and 

P4()/4 and compare the results with the normalized benchmark results (Table T.29) of D. 

Deirmendjian [4] for an ensemble of gamma distributed particles (Water haze H) having 

refractive index 1.322+i0.00001, total number of particles 100 cm-3, modal radius 0.1 µm, 

alpha 2, gamma 1 at 1.19 µm incident wavelength. It was observed that graphs for both the 

results tally within acceptable limits of deviation as shown in Fig. 3 (a)-(d) ensuring the effi-

ciency and reliability of TUSCAT. 

CONCLUSION 

An interactive software package, TUSCAT was developed as an analytical tool for modeling 

light scattering properties of small particles and for the analysis of the experimental results 

from some unknown scatterer. The GUI associated with the software enables the user to 

visualize the effect of changing input parameters on the resulting scattering patterns in near 

real time. Works are in progress to improve the software package for the calculation of light 

scattering properties of other nonspherical shapes like Chebyshev particles, star shaped etc. 
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Comparison of different TIRM schemes based on the DSM 
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2University of Bremen, Badgasteiner str.3, 28359 Bremen, Germany. 
3Institute of Materials’ science, Badgasteiner str.3, 28359 Bremen, Germany.  

Total Internal Reflection Microscopy (TIRM) is an effective technique to measure weak inter-
actions between colloidal particles in solution and a flat surface. In this paper, the Discrete 
Sources Method (DSM) has been applied to model different TIRM measuring schemes to find 
the most appropriate one for the determination of the distance between the particle and flat 
surface. It has been found that placing the collector beneath the prism gives a considerable 
advantage as compared to the conventional TIRM design.  

INTRODUCTION 

Total Internal Reflection Microscopy (TIRM) is an effective modern technique to measure 
weak interactions between colloidal particles in solution and a flat surface with high resolu-
tion up to 1nm [1]. The high sensitivity of TIRM is due to the use of the Brownian fluctua-
tions of a free colloidal particle for obtaining the interaction potential. Another advantage of 
TIRM is that it is appropriate for measurements close to the surfaces. Recently, TIRM has 
been applied to measure van der Waals, Casimir, magnetic, depletion, and electrostatic forces 
[2].  

 
Figure 1. Model geometry: objective placement for the cases of conventional setup (A) and 

alternative setup (B). 
 

In the beginning of TIRM measurements, the reconstruction of the interaction potential 
was based on the simple assumption that the intensity of the field scattered by a particle is 

                                                      
* Corresponding author: Natalia Grishina (ngrishina@inbox.ru) 
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proportional to the intensity of an evanescent exciting field in the particle domain. Later 
measurements showed deviation from the behaviour predicted by the simple model. Re-
cently, the simple assumption has been corrected by using the rigorous scattering model 
based on the Discrete Sources Method (DSM) [3]. It has been proved that the use of the 
DSM model allows reconstruction of the potential with high precision [4].  

In TIRM setups, the colloidal particle is situated above the glass prism. The laser beam 
propagating from the prism to the surface with an angle slightly above the angle of total in-
ternal reflection generates an evanescent field in the area above the prism. In conventional 
TIRM schemes the scattered light is collected by objective placed above the particle in the far 
zone (Fig. 1A). Recently, it has been suggested to place the light collector in the area beneath 
the glass prism. In this case, the collecting objective is oriented toward the beam which is 
reflected from the prism surface (Fig. 1B). To reduce the intensity of the reflected beam the 
effect of Plasmon Resonance (PR) in a thin gold film, deposited on the prism surface, can be 
employed [5]. In the present work, DSM has been applied to model and compare the effi-
ciency of both of the suggested TIRM schemes. The direct comparison allows choosing the 
scheme that is more appropriate for the determination of the distance between particle and 
film. 

Discrete Sources Method  

In this section, we start with the mathematical statement of the polarized light scattering 
problem. Consider a glass prism occupying a half-space 1,D  where  0z  , with a metal film 
of thickness d occupying ,fD  where d> 0z  , on the prism. An axially symmetric penetra-

ble particle with interior domain iD  and smooth boundary D  is deposited above the film 
in the domain 0 ,D  where z d . Introduce a Cartesian coordinate system Oxyz by choosing 
its origin O at the prism surface 0  and the z-axis coincides with the axis of symmetry of the 

particle and is directed into the domain 0D . We assume that the exciting field 0 0{ , }E H  is a 
linearly polarized plane wave propagating inside the glass prism at an angle 1  with respect to 
the z-axis. Then, the mathematical statement of the scattering problem includes: 

 the Maxwell equations, in 1, , ,0f iD ; 

 transmission conditions at the prism, film 0, f , and particle D surfaces;  

 the radiation conditions in 1,0D  and attenuation condition in iD  at infinity. 
The solution of the boundary value problem (BVP) is constructed following the DSM 

requirements [3]. First, the diffraction problem of the plane wave 0 0{ , }E H  on the layered 

plane interface is solved. The resulting field 0 0{ , }, 0,1, f   E H  satisfies the transmission 

condition at 0, f . Then, we construct an approximate solution of the BVP for the scattered 

field { , }s s
 E H  in the domains ,  0, ,1D f    and the total field inside the particle iD . 

According to the DSM scheme, the electromagnetic fields are represented as a finite linear 
combination of multipole fields that satisfy analytically the following: the Maxwell equations 



Comparison of TIRM schemes N. Grishina et al. ELS’XII  

 

 64 

 

in the domains 0,1, fD  as well as the infinity conditions and the transmission conditions at 

the plane interfaces 0, f . Thus, the scattering problem is reduced to the problem of ap-

proximating the exciting field on the particle surface D . The amplitudes of Discrete 
Sources (DS) are to be determined from the transmission conditions at the particle surface 

D  

 0
0 0( )s

i   n E E n E , 0
0 0( )s

i   n H H n H   (1) 

Here n  is the normal to D , and { , }i iE H  is the internal field. 
To construct the fields of dipoles and multipoles that analytically satisfy the transmission 

conditions at the plane interfaces 0, f , the Green’s tensor for a stratified interface is used. 
Since the scattering problem geometry is axially symmetric with respect to the z-axis and the 
multipoles are distributed along the axis of symmetry, fulfilling the transmission conditions at 
the surface D  can be reduced to the sequential solution of the transmission problems for 
the Fourier harmonics of the fields involved in (1). So, instead of matching the fields on the 
scattering surface, we can match their Fourier harmonics, thus reducing the approximation 
problem on the surface to a set of problems enforced at the particle surface generatrix  . 
The one-dimensional problems are solved by the Generalized Point Matching Technique. 
In this approach, the Fourier harmonics of the DSM amplitudes are determined by solv-
ing over-determined linear systems and computing a normal pseudo-solution.  

The approximate solution converges to the exact one since the systems of the fields of 
the dipoles and multipoles are complete. As DSM is a direct method, it allows solving the 
scattering problem for the entire set of incident angles 1  and both polarizations (P and S) at 
once. Besides, the numerical scheme provides an opportunity to control the convergence of 
the approximate solution by posterior error estimation [3].  

After the amplitudes of the DSM are determined, one can compute the far field pattern 
of the scattered field in the far zone of 1,0D  as 

    
 

   0,10 2
0,1 0,1

exp
0 ,s

jk r
O r

r
   E r E F ,  r   (2) 

Here,  ,
0,1 ,P S  F  is a far field pattern at the unit sphere corresponding to P/S polarized 

excitation. It is represented by finite linear combinations of elementary functions. This cir-
cumstance ensures fast and effective computer analysis of the scattering characteristics in the 
far zone. 

Presently, we consider the scattered intensity in 0,1D , 
2

, ,
1 10,1 0,1( , , ) ( , , )P S P SI       F , 

and the objective response 
0,1

, ,
1 10,1 0,1( ) ( , , )P S P SI d     



  . Here the solid angles correspond 

to collectors deposited above or beneath the prism. 
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NUMERICAL RESULTS 

Below some numerical results are presented. In Fig. 2, the objective response versus the 
particle-film distance is presented for the particle of diameter D=350 nm, for collectors de-
posited above the prism (conventional setup) and beneath the prism. From direct compari-
son, it is obvious that the interpretation of the measuring results for the standard scheme is 
complicated due to the non-monotonic behaviour of the curves for both polarizations. 
Unlike the conventional setup, the objective response of the scattered light observed beneath 
the prism behaves monotonically and should be easier to analyse. In Fig. 3, the intensity of 
the scattered light from the particle D=350 nm is presented in polar coordinates in the plane 
of the incident wave for two particle-film distances, which correspond to the positions of the 
local minima and maxima of the intensity curve for P polarization above the prism. These 
distances provide almost the same values of the collector’s response for the conventional 

TIRM setup (see Fig. 2).  
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Figure 2. Objective response vs. the parti-

cle-film distance for the particle D=350 nm, 
collectors deposited above and beneath the 

prism. P and S polarizations. 

Figure 3. Intensity of the scattered light for 
the particle D=350 nm in the plane of inci-

dence, two particle-film distances. P polariza-
tion. 
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A Monte-Carlo model of radiative transfer in comets has been developed. It calculates the
four Stokes parameters of the light scattered by particles in the coma. By applying this model,
non-negligible values of the DCP were obtained just by assuming conditions of multiple
scattering by spherical optically inactive particles, and considering only light coming from a
non-central small region of the coma of the comet. The calculated values are one or two
orders of magnitude below the observed, but the mechanism fits all other features of the
observations.

INTRODUCTION

A non-zero degree of circular polarization (hereafter DCP ), has been observed in light
scattered by Comets Halley [1, 2, 3], Hale-Bopp [4, 5], C/1999 S4 (LINEAR) [6] and C/2001
Q4 (NEAT) [7]. TheDCP is of the order of 1 % in Halley's observations, and of the order
0.1% for the others that were observed in the 1990s and 2000s with better precision. Some
other remarkable features of the observations are the following:

1. TheDCP approaches zero when the aperture of the diaphragm increases in Halley's
observations [2, 3].

2. For precise observations (all but Halley's), the DCP approaches zero when looking
at the nuclear region of the comet.

3. In all cases, the observedDCP for a certain region of the comet is highly variable in
time (day-to-day and even minute-to-minute).

4. In most cases, both positive and negative values of the DCP are obtained, except
for two exceptions: observations of Hale-Bopp by Rosenbush et al. [5], where all
obtained values were negative, and observations of Comet C/1999 S4 (LINEAR) [6].
For the latter case, all observed values were positive for the largest scattering angle
(119.1◦). Then both positive and negative values appeared at intermediate values of
θ, becoming finally mostly negative at θ = 57.9◦.

Several mechanisms that may give rise to circular polarization in astrophysical environ-
ments have been historically proposed: Alignment of non-spherical particles [8], Asymmetrical par-
ticles in random orientation [9], Optical activity [6, 7] and Multiple scattering [2, 6]. As previous
attempts to reproduce the observations of DCP by all mechanisms listed above were un-
successful, we tried another one: local observation of a non-central region of the comet.

*Corresponding author: Daniel Guirado (dani@iaa.es)
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FEASIBILITY OF THE MECHANISM
From now on, let us make two assumptions: the coma of the comet is spherical, and the
source emits natural light (as solar light when considering wavelength bands as wide as those
used in the observations [11]).

To be valid, the mechanism should explain all features of the observations listed above:
1. Opening the diaphragm means taking into account photons coming from other parts
of the comet, with values of the Stokes parameter V , that may partially compensate
those of the photons coming from the original region. Then, theDCP tends to zero.

2. By looking at the nuclear region of the comet, the scattering system becomes az-
imuthally symmetrical around the direction of the incident light, which makes the
DCP to vanish [10].

3. The minute-to-minute variation of theDCP only occurs for the case of Halley, so it
might be due to the lack of precision of those observations. For the other observations
we find a day-to-day variation, which may be caused by the rotation and translation
of the comet, and the variations that occur in its coma due to the thermal changes of
its surface.

4. The predominant sign of the observed DCP might be due to symmetry reasons,
related to the scattering angle. In particular, there might be a change of sign around
θ = 90◦. This idea matches the observations: all negative values of the DCP ob-
served by Rosenbush et al. [5] were obtained at one single scattering angle (θ = 134◦),
but a change of sign might occur for θ < 90◦. In fact, it occurs in Comet C/1999 S4
when it moves from 119.1◦ to 57.9◦.

Let us assume reciprocity and mirror symmetry. Then, after applying to an incident
packet of photons one single scattering event and a rotation of the scattering plane to write
the Stokes parameters in the meridional plane of observation, the Stokes parameters of the
outgoing light will be proportional to (F11, F12 cos 2irot,−F12 sin 2irot, 0)

t, where (Fij)
is the scattering matrix, irot is the rotation angle, and t means transpose. As V = 0, then
DCP = 0. This means that multiple scattering is necessary to produce a non-zeroDCP .

DESCRIPTION OF THE RADIATIVE-TRANSFER MODEL
Let us represent a comet by a spherical cloud of dust, with a totally absorbent spherical
solid shell of radius RN in its center. The dust grains are assumed to be spherical optically
inactive particles. The cloud extends to infinity but its particle number density distribution
varies as 1

R2 with the distance R to the center. Packets of photons with Stokes parameters
(1,0,0,0) are launched from a far plane-parallel source, their paths are tracked, and their
Stokes parameters are recorded when they escape to infinity, along with the directions of
escape (θ, φ). Some more details about the model can be found in [12].

RESULTS AND DISCUSSION
Let us consider a comet that is illuminated by a source in the direction and sense of axis
Z . Scattered light is emitted from all regions of the comet in all directions. We focus only
on packets of photons coming from a non-central small zone defined by a cone centered at
(θloc, φloc) = (60◦, 0◦) with a width of 10◦.
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Fig. 1 shows the results for τN = 2.5 with rmax = 200 µm (left side), and rmax = 2
mm (right side). The rest of the input parameters are defined in the paragraph above and
in Table 1. We just present results for −90◦ ≤ φ ≤ 90◦ because the best statistics was
achieved for those angles.

Table 1. Common input parameters for all radiative transfer calculations in the present
work.

RN 5 km
Kind of particles spheres
Size distribution type power-law, exponent=−3.5
rmin 0.05 µm
Refractive index 1.6 + i0.001
Wavelength 0.5 µm
Number of packets of photons launched 108

Figure 1. Results for the calculations of the DCP with our radiative transfer model by
using parameters given in Table 1, τN = 2.5 and two values of rmax: 200 µm for the left
panel, and 2 mm for the right one.

We find three main features in the results presented in Fig. 1:
1. The upper and lower parts of both panels are color-complementary. If a certainDCP
appears by any means for a certain scattering direction (θ, φ), the opposite value must
be found when observing from (θ,−φ) because of the symmetry of the system.

2. A significant increase of the maximum DCP occurs when increasing rmax. This
means that large particles make a very significant contribution to theDCP , especially
considering that they are the least abundant (see Table 1).

3. The calculated values of the DCP are about one or two orders of magnitude below
those of the observations.

We would like to remark that multiple scattering in the coma of a comet matches all
features of the observed DCP , except for the order of magnitude of the calculated values.
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Any other kind of grains (in size, shape or composition) may yield higher calculated values
of the DCP .
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We present polarization observations of C-type asteroids and of (21) Lutetia, one of the targets 

of the Rosetta mission. The (21) Lutetia phase curves are compared to C-type and M-type 

asteroid phase curves. In a second part of the work, we use powdered meteorites to compare 

their polarization at two wavelengths to those observed for different asteroids, e.g., (21) Lutetia 

and (2867) Steins (the second asteroid observed by Rosetta). 

INTRODUCTION 

Sunlight scattered by asteroidal surfaces is partially linearly polarized. The polarization de-

pends on the physical properties of the dust particles and on the geometry and wavelength of 

the observations.  The polarization phase curves (hereafter PPC) are typical of irregular par-

ticles with a bell-shaped positive branch and a shallow negative branch. Except for a small 

number of mostly near-Earth objects, the asteroidal observations are limited to relatively 

small phase angles. The PPC parameters allow a classification into various types [1,2], which 

are similar to the spectral classification. They also provide information on, e.g., the bulk sur-

face albedo by the slope at inversion and a two-parameter empirical function [3, 4].  

To better document the database in the red wavelength domain and, more recently, in 

three other domains (green, red, and infrared), low-albedo asteroids have been observed at 

Observatoire de Haute-Provence, France (OHP). At the same time, (21) Lutetia, which is a 

target of the Rosetta mission (flyby 2010 July 10) and still has a controversial type, was also 

observed. Supplementary observations have been obtained at IUCAA Girawali Observatory 

(IGO) near Pune in India. 

Some meteorites are fragments of asteroids ejected during collisions or fragmentation. 

Some of them are related to their parent body (or to an asteroidal type). Powdered meteorites 

deposited on a surface can be thus used as regolith analogs of their parent body. Such work is 

in progress with the PROGRA2 experiment (http://www.icare.univ-lille1.fr/progra2), and 

we present a study of an aubrite meteorite as an analog of (2867) Steins, an E-type asteroid 

[5]. 

                                                      
* Corresponding author: Edith Hadamcik (edith.hadamcik@latmos.ipsl.fr) 
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OBSERVATIONS 

The two telescopes, the 0.80-m one at OHP and the 2-m one at IGO, are in a Cassegrain 

configuration. Four polaroid filters are placed on a rotating wheel at OHP, whereas a half-

wave plate with a Wollaston is used at IGO. BVRI filters are used. 

C-type asteroids 

Figure 1 presents the data points and trigonometric fits in blue-green and red wavelength 

domains. The polarization value increases with wavelength in the two phase-angle regions in 

both the negative and positive branches. Table 1 gives the parameters of the PPC. The bulk 

surface albedo is estimated with coefficients from [3]. An albedo of 0.08 ± 0.01 is derived 

from slope and Pmin. 

 

 
Figure 1. C-type asteroid polarization phase curves. Our observations are indicated by the 

asteroid number, other observations by crosses. 

 

Table 1. Minimum polarization Pmin, phase angles at minimum polarization min and at in-

version 0, and slope h at inversion for C-type asteroids. 

 

 

 

 

(21) Lutetia and M-type asteroids 

Figure 2a presents the data points and a trigonometric fit for each wavelength range for (21) 

Lutetia. The negative branch becomes more pronounced as the wavelength increases. The 

inversion angle seems to be identical in the two domains. Figure 2b presents the synthetic 

data from the literature and fits in B-V (grouped together) and R domains. A possible di-

chotomy between M-type asteroids is noticed [8]. (21) Lutetia seems to belong to the new W 

type, which shows a deeper negative branch. The deeper negative branch is also shown by C-

type asteroids; nevertheless, the wavelength behavior seems to be different for (21) Lutetia. 

Our new observations of (21) Lutetia have allowed us to obtain phase curves for longer 

wavelengths than the classical blue-green and confirm the more pronounced negative branch 

with increasing wavelength [9].  The estimated bulk albedo is (0.12 ± 0.02) %. 

Filters  min  Pmin (%) 0  h (% per deg) 

Blue-green 9 ± 1 -1.6 ± 0.1 21.5 ± 0.5 0.23 ± 0.01 

Red 9± 1 -1.6 ± 0.1 20.3 ± 1.0 0.28 ± 0.03 
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Figure 2. (21) Lutetia and M-type asteroid synthetic PPC. Our observations indicated by 

filled symbols, other observations by open symbols. 

 

Table 2. Minimum polarization Pmin, phase angles at minimum polarization min and at in-

version 0, and slope h at inversion for (21) Lutetia and M-type asteroids. 

LABORATORY SIMULATIONS 

Powdered meteorites of different classes are tentatively used as analogs to retrieve polariza-

tion phase curves. For example, aubrite meteorites are estimated to originate from E-type 

asteroids. This was confirmed by the first results obtained by the observations of (2867) 

Steins from Rosetta. An aubrite sample (ALHA 78113,82) from the Antarctic Working 

Group was studied in a coordinated work [8]. The E-type asteroids data corresponding to 

(44) Nysa, (64) Angelina, (214) Aschera, (620) Drakonia, (2867) Steins, and 1998 WT24 are 

used to build synthetic PPC through R and V filters (Fig. 3). Pmax is estimated to be about 

1.6% with a very small difference between green and red wavelengths. The slope at inversion 

is (0.3 ± 0.1)% per degree. 

The observations are compared to laboratory measurements on deposited grains for two 

size distributions with sizes s < 125 µm and 125 µm < s < 250 µm with the PROGRA2-surf 

instrument (Fig. 4a). From micro-gravity measurements with the PROGRA2-vis instrument, 

the variation of Pmax as a function of size of the grains is deduced for lifted grains (Fig. 4b). 

When the grains are on a surface a similar decrease is noticed [9]. The values for deposited 

grains are included in Fig. 4b for an average size measured on SEM images for the two sam-

ples. For Pmax of about 2 %, an average size smaller than 50 µm can be suspected for the 

(2867) Steins surface. 

For (21) Lutetia analogs, CV3 and CO3 meteorites have been suggested as an alternative 

to a metal-rich surface. The laboratory work is in progress. 

 Filters min  Pmin (%) 0  h (% per deg) 

21 Lutetia Blue-green 10 ± 1 -1.31 ± 0.04 24.6 ± 1.0 0.17 ± 0.01 

 Red 12 ± 2 -1.43 ± 0.06 24.5 ± 2.0 0.28 ± 0.03 

 Infrared 12  ±  2 -1.64 ± 0.08 26 ± 2 -- 

M-type Blue-green 9 ± 1 -0.99± 0.05 21 ± 1 0.14 ± 0.01 

 Red 9 ± 3 -1.13 ± 0.06 21 ± 2 0.16 ± 0.01 
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Figure 3. E-type asteroid (44, 64, 214, 620, 2867, 1998 WT24) polarization phase curves. 

 

 
Figure 4. a) Aubrite meteorite polarization phase curves. b) Pmax vs. grain size (s). 
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The internet portal ScattPort not only offers varying information on the topic of light scatter-

ing, like upcoming conferences, open positions, and a comprehensive list of computer pro-

grams. Additionally, it can serve as a communication platform for scientists. It is going to be 

improved within a recent, DFG-funded project. Here, we would like to outline the aim of the 

project and to invite the light-scattering community to join our efforts for improving the online 

information source. 

SCATTPORT: PRESENT STATE 

In March 2009, the light-scattering information portal ScattPort [1], the development of 

which is funded by the German Research Foundation DFG, went online in its actual form 

(see Fig. 1). Since then the access numbers show a steadily increasing interest in the pages: in 

one year, they went up nearly 100%, with an average of about 3000 visits per month and 

2000 hits per day.  

ScattPort offers various pieces of information in regard to the topic of light scattering – 

like latest news, upcoming conferences, vacant positions, lists of related webpages and ho-

mepages of scientists working on the field of light scattering, etc. Another focus is on a 

sorted list of available software for the simulation of light scattering. This list contains more 

than 250 programs. Additionally, a search option based on a recently developed categoriza-

tion scheme for light-scattering software helps interested users to find fitting codes for their 

scientific problems [2].  

A key characteristic of the technical realization of the ScattPort website is the usage of a 

Content Management System (CMS). Here the open source software Joomla [3] was applied. 

Using a CMS not only simplifies the daily administration of the webpages and their contents. 

It additionally allows the integration of registered users worldwide into the publishing 

process. Interested scientists can apply for a login-account for the CMS which enables them 

to publish their own information online in a very simple way. Special knowledge about 

HTML is not necessary. On the other side, a CMS like Joomla puts the internet presentation 

in a more or less 'rigid frame' – which can have negative side effects on the usability. 
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Therefore the next step within the ongoing development of ScattPort is to improve its 

attractiveness for the users. The idea is to apply the latest knowledge about user-friendly 

interfaces (see below), as well as the implementation of new contents according to the users 

demands. Additionally, new functions are planned to be added to the existing ones offering, 

for example, a 'Wiki' function that will allow for establishing a comprehensive encyclopedia 

around the topic of light scattering. 

Figure 1. Screenshot of the ScattPort Internet Information Portal. 

USABILITY 

Definition of Usability 

J. Nielsen defines usability as follows: “Usability is a quality attribute that assesses how easy user 

interfaces are to use. The word "usability" also refers to methods for improving ease-of-use during the design 

process.” [4]. 

 

It consists of five quality components:  

 Learnability: How easy is it for users to accomplish basic tasks the first time they en-

counter the design? 

 Efficiency: Once users have learned the design, how quickly can they perform tasks? 

 Memorability: When users return to the design after a period of not using it, how 

easily can they reestablish proficiency? 

 Errors: How many errors do users make, how severe are these errors, and how easi-

ly can they recover from the errors? 

 Satisfaction: How pleasant is it to use the design? 
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Importance of Usability 

In the first few seconds, users decide if a website is good or bad. The greatest factor for this 

decision is the way the information is presented. If a website is difficult to use, people leave 

or close it. If users cannot find the answers to their questions or encounter errors on the 

website, they leave it, too. Therefore, usability is necessary for the handling of a website. For 

a scientific internet presence this is especially important: when users cannot find the needed 

information, they cannot discuss it either. 

Improving the Usability 

A user connects the interaction with a system always with certain targets. From this several 

tasks can be defined, which give a degree for the usability. The degree of the usability consists 

of effectiveness, efficiency and satisfaction (ISO 9241 Part 11). To get a high standard of 

usability the process of the Usability Engineering has to be used [5]. 

Usability Engineering is an evolution process and there are many methods for studying 

usability. The most common are user testing and the interview-methods. Attention should be paid 

to get hold of some representative users. The aim is to create a design which has a high standard 

of functionality. 

Application to ScattPort 

As a good usability is a key factor for the attractiveness of internet pages it is planned to 

overhaul the ScattPort Information Portal following the latest developments in usability en-

gineering as drafted above. For this, we plan a survey at ELS XII. This survey will allow 

learning more about the users of the portal, how they use the portal, the specific information 

they look for and their opinions and impressions about the portal.  

The survey will concentrate on the following questions: 

 Were users able to find the information they were looking for? 

 How satisfied are users with the portal? 

 What experiences did users make with the portal or similar sites? 

 What do users like best and least about the portal? 

 What frustrations or issues have users had with the portal? 

 Do users have any ideas or suggestions for improvements? 

Additionally the survey can be used to allow users to rate or rank the current features of the 

portal. 

CALL FOR PARTICIPATION 

We would like to invite the light scattering community to join our efforts for improving the 

ScattPort light scattering information portal. For the ELS XII conference, we will prepare a 

questionnaire to ask for opinions, critics, suggestions, and demands. Please feel free to pro-

vide us with any comments. 
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Using elementary symmetry considerations ,we present seven symmetry relations for the
phase matrix of horizontally oriented particles. These relations have a wide range of validity
and hold for all directions of incident and scattered electromagnetic radiation.

INTRODUCTION

We consider light scattering by a small volume element in a medium containing indepen-
dently scattering particles that are horizontally oriented. Examples of such particles are
various types of hydrometeors, like snow flakes and ice crystals. Suppose the volume ele-
ment is located at the origin of a coordinate system with axes x, y, and z (see Fig. 1). We
call the x, y plane the horizontal plane and the positive z-axis the local vertical. The matrix
transforming the Stokes parameters of the incident beam into those of the scattered beam is
the phase matrix. Here the meridian planes of both beams are used as a plane of reference
for the Stokes parameters.

Figure 1. Scattering by a local volume-element at O. Points N, P1 and P2 are located on a
unit sphere. The direction of the incident light isOP1 and that of the scattered light isOP2.

The phase matrix of a volume element plays a key role in studies of light scattering. It
occurs, for instance, as the kernel in the equation of radiative transfer [1, 2, 3, 4, 5, 6, 7]. The
phase matrix depends, in general, on the angles θ′ and φ′ of the incident beam and θ and
φ of the scattered beam. The azimuthal angles are measured clockwise from the positive
x-axis when looking in the direction of the upward vertical. If there is rotational symmetry

∗Corresponding author: J.W. Hovenier (J.W.Hovenier@uva.nl)
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about the local vertical the azimuth dependence reduces to the difference φ − φ′. Making
the Stokes parameters I, Q, U and V of a beam of light the elements of a Stokes vector, I,
the scattering process can be written as

Is(u, φ) = cZ(u, u′, φ− φ′)Ii(u′, φ′) (1)

where the superscripts s and i refer to the scattered and incident beam, respectively, u =
− cos θ and u′ = − cos θ′, c is a scalar that can be used for normalization purposes, and
Z(u, u′, φ− φ′) is the phase matrix of the volume element.

Quite general symmetry relations for the phase matrix of collections of particles that
are randomly oriented in three-dimensional space have been presented earlier [1]. The main
purpose of this contribution is to investigate, by means of elementary symmetry arguments,
which symmetry relations hold for the phase matrix of horizontally oriented particles.

We consider particles having a plane of symmetry. Such particles are identical to their
mirror particles. As an example, we first consider collections of hexagonal plates with two
broad flat sides in the horizontal plane, but with random orientation in that plane.

SYMMETRY RELATIONS

Reciprocity

The reciprocity principle corresponds to invariance of the ratio cause/effect under inversion
of time. This amounts to changing u′ into −u and u into −u′, as well as interchanging φ
and φ′ (see Fig. 1). The result is the reciprocity relation

Z(−u′,−u, φ′ − φ) = PZ̃(u, u′, φ− φ′)P, (2)

where P is the 4×4 diagonal matrix (1,1,-1,1) and a tilde above a matrix stands for the
transposed matrix.

Eq. (2) is well known from the theory for scattering by randomly oriented particles
[1, 3]. Since reciprocity holds, under certain conditions, for each individual particle in arbi-
trary orientation the validity of Eq. (2) does not depend on the orientation of the particles
[8, 9]. Sufficient conditions for reciprocity are that the dielectric, permeability and conduc-
tivity tensors of the particles are symmetric and magnetic fields can be ignored. We shall
henceforth assume that reciprocity holds for all particles considered in this work.

Mirror symmetry

It is clear that we have mirror symmetry with respect to the meridian plane of incidence.
Referring to Fig. 2, it is readily seen that, if an incident beam i1 gives rise (among others) to
a scattered beam r1, then the incident beam i2, which is the mirror image of i1 with respect
to the meridian plane of incidence, gives rise (among others) to the beam of scattered light
r2, which is the mirror image of r1 with respect to the meridian plane of incidence. Now i1
and i2 differ in the signs of their third and fourth Stokes parameters and so do r1 and r2.
Furthermore, we have φ2 − φ0 = φ0 − φ1. Using Eq. (1) first for r1 and then for r2, we
find the following mirror symmetry relation for the phase matrix
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Z(u, u′, φ′ − φ) = PQZ(u, u′, φ− φ′)QP, (3)

where Q is the 4 × 4 matrix diag (1,1,1,-1), so that PQ = QP = diag (1,1,-1,-1). An inter-
esting corollary of Eq. (3) is that, if a Fourier-series expansion is used to handle the azimuth
dependence of the phase matrix, the 2 × 2 submatrices in the upper left corner and the
lower right corner contain only cosine terms and in general an azimuth independent term,
whereas the other two 2× 2 submatrices possess only sine terms or vanish.

Figure 2. Illustration of the mirror symmetry relation for the phase matrix. If the incident
beam i1 gives rise (among others) to the beam of scattered light r1, then the incident beam
i2, which is the mirror image of i1 with respect to the plane of incidence, gives rise (among
others) to the beam of scattered light r2, which is the mirror image of r1 with respect to
the plane of incidence. The position angles of the polarization ellipses of the incident light
(dots) and scattered light (small arcs) are also indicated, as well as the sense in which the four
polarization ellipses are traced. [After Hovenier, [10]]

RotaƟonal symmetry

We have assumed rotational symmetry about the vertical (azimuthal symmetry). Therefore,
simultaneous rotation of the meridian planes of incidence and scattering about the vertical,
through any angle, gives no new symmetry relation. However, rotation of the horizontal
plane, together with the directions of the incident and scattered light, about a horizontal axis
over an angle π gives physically the same scattering problem, but the sign of the azimuth
difference must be switched [1]. This yields the symmetry relation

Z(−u,−u′, φ′ − φ) = Z(u, u′, φ− φ′). (4)

CombinaƟons

By combining the three fundamental symmetry equations Eq. (2), Eq. (3), and Eq. (4) we
find

Z(−u′,−u, φ− φ′) = QZ̃(u, u′, φ− φ′)Q. (5)
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Z(u′, u, φ− φ′) = PZ̃(u, u′, φ− φ′)P. (6)

Z(−u,−u′, φ− φ′) = PQZ(u, u′, φ− φ′)QP. (7)

and

Z(u′, u, φ′ − φ) = QZ̃(u, u′, φ− φ′)Q. (8)

CONCLUSIONS

Using symmetry arguments, we have found seven symmetry relations for the phase matrix
of horizontally oriented hexagonal plates. It is, however, directly clear from the symme-
try arguments that these relations must hold for many other kinds of horizontally oriented
particles. These include hexagonal columns with their long axes randomly oriented in a
horizontal plane and randomly rotated about their long axes. As long as the particles and
their orientation distribution are such that the three fundamental symmetry relations Eq. (2),
Eq. (3), and Eq. (4) hold, all seven symmetry relations are valid. A more extensive treatment
of the topic of this abstract is given in [11].
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We compute the optical properties of spherical dust grains composed of hollow silicate cores
coated with two carbonaceous layers, the inner layer of mostly graphitic sp2 carbon and the
outer layer of sp3 polymeric amorphous carbon, and explore the consequences on modelled
interstellar extinction curves. A family of curves is created by varying the thicknesses of the
sp2 and the sp3 layers. The average galactic extinction curve is well matched by one of this
family of computed curves.

INTRODUCTION
Dust is almost everywhere in interstellar space, from the expanding envelopes of mass-losing
stars where it is formed, to warm gas cooling behind supernova shocks. At least on large
scales, the dust and gas are well mixed, with the density of dust tending to be proportional
to the density of gas. Although very familiar to the astronomers, the nature of interstellar
dust is still elusive after almost 100 years from its discovery.

Various models have been proposed for interstellar dust which may be summarized
in three broad classes: (i) the silicate-graphite model [1] (the so-called MRN model) with
major upgrades providing the optical constants for "astronomical" silicates [2] and graphites
[3], and the natural extension to include a population of small grains, filling the size range
between 5 nm (the previous MRN lower limit) and 0.3 nm, the size of large molecules [4] ---
these molecules, basically free-flying or stacked PAHs, are described by means of two Drude
profiles [5]; (ii) the silicate core carbonaceous-mantle model (e.g., [6, 7, 8]); and (iii) the
composite model, which assumes the dust to be low-density aggregates of small silicate
and carbonaceous particles ([9], and more recently [10]). While differing in details, all these
model categories have certain properties in common, as they also share certain problems.
Each model exploits a different (to some extent arbitrary) form for the size distribution of
grains, with several free parameters to be determined by fitting the model predictions to the
observations. Attempts to determine the optimum size distributions from observational
constraints alone have been put forward in the last decade, using the maximum entropy
method [11], and regularization techniques [10]. This opens the possibility of determining
effective size distributions of grains for individual lines of sight.

Here we adopt a description similar to the one proposed by Jones et al.[7]. Details
of the model can be found in Iat̀ı et al.[12]. Carbon atoms and ions are assumed to be
deposited on dust grains, partially hydrogenated, and retained on the surface. The newly
deposited hydrogen-rich carbon is dominated by the sp3 bonding. Under the influence
of the interstellar radiation field, this aliphatic carbon loses hydrogen and becomes more

*Corresponding author: Maria Antonia Iat̀ı (iati@me.cnr.it)
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graphitic and aromatic, and is dominated by the sp2 bonding. The optical properties of
these two carbonaceous materials are quite different; for example, the sp2 material absorbs
strongly in the visible, while the sp3 polymeric material does not. Thus, in this model there
are two main types of mantle, an inner layer of older sp2 material, and an outer layer of more
recently deposited sp3 material.

COMPUTATIONAL APPROACH, MODEL, AND RESULTS
To calculate the optical properties of stratified spheres, we use the extension of the Mie
theory to radially non-homogeneous spheres by Wyatt[13]. To preserve the continuity of
the refractive index and its radial derivative between two contiguous layers (of refractive
indexes n1 and n2), a thin transition zone of thickness∆r is placed at the interface. In this
zone the refractive index, n varies as a function of δr, the distance from the base of the lower
layer, as n2(δr) = n2

1 +
(
3s2 − 2s3

)
×
(
n2
2 − n2

1

)
, with s = δr/∆r. The introduction of

a transition layer of appropriate thickness may also account for the fact that the upper layer
is actually formed by successive deposition of carbon atoms. It is reasonable to think that
the first deposited atoms are adsorbed at the surface of the internal layer thus giving origin
to a smooth transition from the properties of the internal layer to those of the external layer
in formation.

Figure 1. Normalized size-averaged extinction cross section as a function of the wave
number. The size distribution is the MRN power-law a−3.5. The lower and upper limits of
the size spectrum are a = 5 and 1000 nm, respectively. The mantle thickness is w = 2 nm.
The (inner) sp2 layer has a thickness wsp2 = 0 left, 1 central, and 2 nm right panel. In each
panel the core vacuum volume fraction is 0, 1/3, and 2/3 (bottom to top).

In our model grain there are 3 concentric components: the silicate shell, the sp2 layer
and the sp3 layer. Optical constants for the adoptedmaterials are taken from [2], [14] (sample
BE), and [15], respectively. To simulate porosity, silicate cores may present a central void,
whose volume is a fixed fraction (fV ) of the total core volume, irrespective of the core
size. To illustrate the results, we consider a size distribution for the silicate cores given by
a power-law a−3.5 with a = 5 and 1000 nm the lower and upper limits of the distribution,
respectively. In Fig. 1 we show the size averaged extinction cross section normalized to its
value in the visible. We keep fixed the mantle thickness to w = 2 nm over the whole range
of grain sizes to simulate mantle accretion in the interstellar medium (e.g., [16]). The increase
in the central void volume increases the relative (to the visible) extinction in the UV while,
as expected, the UV extinction decreases with increasing sp2 mantle fraction.
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Figure 2. Left panel: model AGE (solid line) compared to the one (triangles) derived by
Fitzpatrick and Massa[17]. Right panel: Si and C masses (ppM) locked in grains as functions
of the mantle thickness and core vacuum fraction (triangles). The square represents the pair
of values derived by the AGE best-fit. Models within the box satisfy the constraints on both
Si and C masses.

There is a remarkable variety of IR-through-UV extinction curves. Several decades of
work utilizing pair method extinction curves spanning the near-IR through UV spectral do-
main have provided a good estimate of the average wavelength dependence of the extinction
in the Milky Way, summarized in an average galactic extinction (AGE) profile [17]. We fit-
ted the AGE (see Fig. 2, left panel) with two separate populations of grains: core-mantle
grains described above, and a collection of single and stacked PAHs summarized through a
double Lorentz profile to include both the convolution of individual π → π⋆ transitions,
as well as the tail of the giant resonance associated with the σ + π electron plasmon cen-
tred at wavelengths shortwards of the Lyman edge. The fit to the AGE by the adopted
model is excellent. However, distinct populations of small (5 ≤ a ≤ 13 nm) and large
(80 ≤ a ≤ 440 nm) grains are required to achieve this fit: continuous size distributions
fail to reproduce the AGE (cf. Fig.1 e.g., the small bump near 6.2 µm−1 not present in the
AGE). We exploit an MRN-like power-law for the size distribution with q = 3.53. The
fitting technique then determines w = 1.2 nm, fV = 0.5, and fsp2 = 0.97. The resulting
masses in silicates and carbon are [Si/H] = 33 and [C/H] = 72 ppM. To explore the best
dependence on the elemental mass, we generate 12 additional models keeping the mantle
thickness and the core vacuum fraction fixed, and derive the corresponding best fit to the
AGE and the mass budget. Results are reported in the right panel of Fig. 2. As evident
from the figure, the Si mass and the C mass appear to be anti-correlated. Adopting a Si solar
abundance of 32.4 ppM [18] and a mean C abundance of 110 ppM [19], we find that there
is a wide range of parameters consistent with the mass constraints in the diffuse interstellar
medium.

DISCUSSION AND CONCLUSIONS
The interstellar extinction curvemay be attributed to a population of layered grains of silicate
cores with carbonaceous mantles, as an alternative to the more conventional grain model of
separate populations of each materials. Varying the sp2/sp3 ratio within the layers generates
a family of interstellar extinction curves. The variation of dust optical properties is compat-
ible with a scenario in which carbon is deposited slowly on the surfaces of silicate cores.
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The solid carbon is also processed by the interstellar radiation so that its optical properties
change with time. The computed interstellar extinction curve for this model thus evolves in
time. The variety of observed extinction curves may be interpreted (at least, in part) as due
to evolutionary changes of interstellar dust.
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We consider the generalized separation of variables, extended boundary condition, and gen-
eralized point-matching methods that apply single expansions of the electromagnetic fields
in terms of wave functions to solve the light-scattering problem. We consider especially the-
oretical studies related to analysis of infinite linear systems, questions of field-expansion con-
vergence, and the Rayleigh hypothesis. The passage from the infinite systems to truncated
ones used in calculations will be discussed, and numerical solutions provided by the methods
will be compared.

INTRODUCTION

The behavior of the electromagnetic (EM) fields E⃗, H⃗ in any medium is governed by the
macroscopic Maxwell equations. In the light scattering (LS) theory one usually considers
time-harmonic fields E⃗(r⃗, t) = E⃗(r⃗) e−iωt, where ω is the radiation frequency [1]. So, for
most of the media the Maxwell equations transform into

∆E⃗(r⃗) + k2(r⃗) E⃗(r⃗) = 0, ∇⃗ · E⃗(r⃗) = 0, (1)

where k(r⃗) is the wavenumber in the medium, and similar equations for the magnetic field
H⃗(r⃗) related to the electric one as H⃗(r⃗) = (iµ(r⃗)k0)

−1 ∇⃗ × E⃗(r⃗), where µ(r⃗) is the
magnetic permeability, k0 the wavenumber in vacuum.

The boundary conditions to Eqs. (1) are provided by continuity of the tangential com-
ponents of the fields at any interface, which gives for a scatterer with the surface ∂Γ

(E⃗inc(r⃗) + E⃗sca(r⃗)− E⃗int(r⃗))× n⃗(r⃗) = 0,

(H⃗ inc(r⃗) + H⃗sca(r⃗)− H⃗ int(r⃗))× n⃗(r⃗) = 0,

}
r⃗∈∂Γ

(2)

where E⃗inc, H⃗ inc, E⃗sca, H⃗sca, and E⃗int, H⃗ int are the fields of incident, scattered, and inter-
nal radiation, respectively, n⃗(r⃗) is the outward normal to ∂Γ . There is also the well-known
radiation condition at infinity for the scattered field.

Various methods are used to solve the LS problem for non-spherical scatterers (see,
e.g., the reviews [1, 3]). One often applies the separation of variables (SVM), extended
boundary condition (EBCM), and point-matching (PMM)methods based on the same single
expansions of the EM fields in terms of vector wave functions F⃗ν(r⃗)

E⃗(r⃗) =
∑
ν

αν F⃗ν(r⃗), H⃗(r⃗) =
∑
ν

βν F⃗ν(r⃗), (3)

*Corresponding author: Vladimir Il'in (ilin55@yandex.ru)

86



Helsinki 2010 V.B. Il'in et al. Aspects of SVM, EBCM & PMM

where αν , βν are some coefficients.

METHODS UNDER CONSIDERATION

Generalized SVM approach

Here one usually substitutes the expansions (3) in the boundary conditions (2), multiplies
these conditions by the angular part of different index wave functions and integrates the
results over the scatterer surface ∂Γ (see, e.g., [1, 4]). As a result one gets a set of linear
algebraic equations relative to unknown coefficients of the external (αsca

ν ) and internal (αint
ν )

field expansions {
A x⃗ sca +B x⃗ int = E x⃗ inc,
C x⃗ sca +D x⃗ int = F x⃗ inc,

(4)

whereA,B, ..., F are matrices whose elements are integrals of the wave functions and their
derivatives, x⃗ sca,int = {αsca,int

ν }∞ν=1, and x⃗ inc is a vector of the known coefficients of the
incident field expansion. Solution to the system (4) gives the unknown coefficients which
allows one to calculate any optical properties of a scatterer [4]. We consider the generalized
SVM when the approach is applied to particles of arbitrary shape (see for more details [4]).

Standard EBCM approach

In this case a surface integral formulation of the LS problem arisen from the Stratton-Chu
formula is utilized (see, e.g., [5])

∇⃗ ×
∫
S
n⃗(r⃗ ′)× E⃗ int(r⃗ ′) g(r⃗, r⃗ ′) ds′ − 1

ik0ε
∇⃗ × ∇⃗ × (5)∫

S
n⃗(r⃗ ′)× H⃗ int(r⃗ ′) g(r⃗, r⃗ ′) ds′ =

{
−E⃗ inc(r⃗), r⃗ ∈ Γ−,

E⃗ sca(r⃗), r⃗ ∈ Γ+,

where g(r⃗, r⃗ ′) is the free space Green function, Γ− and Γ+ mean the interior and exterior
of a scatterer, respectively, ε is the dielectric permittivity. The field expansions (3) and the
known Green function expansion in terms of some wave functions are substituted in the
extended boundary conditions (5). Linear independence of the basis functions allows one
to equal the expansion coefficients for each function F⃗ν (see for more details [4]). So, the
equations (5) give two matrix equations relative to the unknown expansion coefficients

{
QS x⃗

int = x⃗ inc,

x⃗ sca +QR x⃗ int = 0,
(6)

where the matrices QR, QS have the elements being integrals of the wave functions and
their derivatives. The EBCM suggested by Barber [6] and used by us [4] and Waterman's
null-field method discussed in [1] are practically the same.
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Integral generalized PMM approach

In the PMM one considers a residual δ describing fulfillment of the boundary conditions (2)
in a set of points {r⃗s}Ms=1 on the scatterer surface ∂Γ

δ =

M∑
s=1

{∣∣∣(E⃗inc + E⃗sca − E⃗int
)
× n⃗

∣∣∣2 + ∣∣∣(H⃗ inc + H⃗sca − H⃗ int
)
× n⃗

∣∣∣2}
r⃗=r⃗s∈∂Γ

.

(7)
The first N (in the generalized PMM N < M ) terms of the field expansions (3) are sub-
stituted in Eq. (7) and the residual is minimized in the least-square sense. The derivatives
of the residual with respect to the unknown coefficients αsca

ν , αint
ν for ν = 1, 2, ..., N are

made equal to 0, which gives 2N linear algebraic equations relative to these coefficients. As
a result, one gets a system like (4) but with other matrix elements [1, 4]. Replacing sum-
mation in Eq. (7) with integration provides more accurate results for smallerM being now
the number of knots [7]. So, hereafter we discuss such an integral generalized PMM. In our
theoretical analysis below this approach is considered for the case of N = ∞.

DISCUSSION OF THE METHODS

In computations one always deals with truncated expansions of the EM fields. They can be
considered as approximations to the infinite expansions giving the exact values. We discuss
theoretical aspects related to the infinite expansions (3), the infinite linear systems (4),(6)
and a passage from them to truncated systems as well as some numerical results. Generally,
we try to follow and extend the fundamental review [1, 2].

Convergence of infinite field expansions

This point is considered by analyzing singularities of the analytic continuations of the EM
fields [8]. We discuss the role played by the expansion convergence in the methods under
consideration and concern the Rayleigh hypothesis problem by debating a recent review [9].

InvesƟgaƟons of infinite linear systems

This aspect has not yet been discussed in the literature on the EBCM and generalized SVM.
We investigate the infinite systems (4) and (6) arisen in these methods and find the condition
of their solvability that involves distances to singularities of analytic continuations of the EM
fields. We also explain the connection between the pattern equation method (see [10] and
references therein) and the EBCM, which allows us to make important conclusions for the
far-field zone. Though equivalence of the EBCM and generalized SVMwas generally shown
in [11], we demonstrate equivalence of the infinite systems arisen in all the methods under
consideration in a more strict way.

Infinite system truncaƟon and numerical comparison of methods

Our passage to truncated systems is based on a proof that infinite systems are regular in
terms of [12]. Then they must have the only solution that can be found by the expansion
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truncation method. Using a homogeneous set of our generalized SVM, EBCM, integral
generalized PMM codes, we confront results of calculations with the theoretical predictions.
We also compare these numerical solutions for scatterers of different shape and structure.
Special attention is paid to the behavior of the truncated system condition numbers.

REVIEW OF APPLICATIONS OF THE METHODS
Finally, keeping in mind the above discussion, we give a review of works on development
and application of the SVM, EBCM and PMM approaches. We mainly concentrate on the
SVM and PMM as works on the EBCM are well reviewed (see [13] and references therein)
and discuss the use of different (spherical, cylindrical, spheroidal, and ellipsoidal) bases in
treatment of homogeneous and layered scatterers and their systems.

Acknowledgements: Theworkwas supported by the grantsNSh 1318.2008.2, NTP 2.1.1/665
and RFFI 10-02-00593.
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Optical properties of freshly emitted black carbon aerosols are computed with a numeri-
cally exact method for fractal aggregates. Computations are performed for 14 bands in the
wavelength range 0.2−12.195 µm. The results are integrated into the aerosol optical observa-
tion operator of the Multiple-scale Atmospheric Transport and CHemistry modelling system
MATCH. 3D-fields of ensemble-averaged aerosol optical properties computed withMATCH
are coupled to radiative transfer calculations to assess the regional radiative forcing effect of
black carbon over Europe. The results indicate that the forcing estimates obtained with the
aggregate model can be up to a factor of 2 higher than corresponding estimates obtained
with the homogeneous sphere approximation, which is still commonly employed in chemical
transport and climate modelling.

INTRODUCTION

The authors of the most recent IPCC report have identified the direct interaction of elec-
tromagnetic radiation with aerosols as one of the major sources of uncertainty in assessing
the radiative energy balance of the atmosphere [1]. Most aerosol species counteract the
positive forcing of greenhouse gases. However, black carbon (BC) originating from soot
and biomass burning emissions has been identified as the second most important primary
cause for global warming after CO2 [2]. BC global forcing estimates range between 0.4 to
1.2 W/m2, which is as much as 55 % of the forcing of CO2, and more than the forcing
caused by all other anthropogenic greenhouse gases combined [1]. BC aerosols increase the
energy in the atmosphere, reduce the radiative flux at the surface, and increase the radia-
tive forcing at the top-of-the-atmosphere. BC is a short-lived warming agent, so emission
reductions would have an immediate effect to slow down global warming. Therefore the
radiative impact of this aerosol species is of considerable interest for both researchers and
policy makers.

The trend in modern climate modelling is to build Earth systemmodels in which aerosol
fields are treated dynamically by coupling a chemical transportmodel (CTM) to an atmosphere-
ocean circulation model. The treatment of aerosol optical properties in such a model needs
to be geared to the output of the CTM. This usually requires that all computations need to
be based on volume-equivalent size comparisons.

Elevated concentrations of BC in ambient air are also a public health concern, as they
can give rise to increased morbidity and mortality. Air pollution modelling relies on the use
of a CTM, which one usually constrains by use of chemical data assimilation of both in situ
and satellite observations of aerosols. Assimilation of remote sensing observations relies,
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again, on coupling an aerosol optics model to the output of the CTM. This paper deals with
computations of BC optical properties suitable for chemical data assimilation and Earth
system climate modelling.

PHYSICAL PROPERTIES OF FRESHLY EMITTED BC

According to a recent critical review of available measurements, the refractive index and
mass density of BC aerosols encountered in the atmosphere vary within a range that is
considerably smaller than previously assumed [3]. The variation of the refractive index of
atmospheric BC can be mainly explained by varying amounts of void fractions in the car-
bonaceous material, and to a much lesser extent by a variation in the sp2/sp3 electronic
structure. The measurements in Ref. [4] are reasonably representative for atmospheric BC
and agree well with void-fraction simulations of the refractive index [3]. The mass density
is around 1.8 g/cm3. Both measurements and modelling studies agree in that the fractal
dimension of the BC aggregates lies around 1.82, and the fractal prefactor can be assumed
to be around 1.27 [5]. Fractal dimensions larger than 2 are not representative for fresh
BC aerosols. They are more typical for aged BC aggregates. The radius of the primary
monomers, of which the aggregates are composed, varies between 10-25 nm. In this range
the mass absorption cross section of BC aggregates is not sensitive to the monomer size.
However, our sensitivity studies indicate that a monomer radius of 25 nm yields the most
reasonable results for the single-scattering albedo.

Model geometries were computed by the random cluster generation algorithm written
by Mackowski [6]. Figure 1 shows a model aggregate consisting of 1000 monomers.

Figure 1. Black carbon model aggregate consisting of 1000 monomers.

OPTICAL PROPERTIES OF BC AGGREGATES

We tested two superposition T -matrix codes, one written by Mackowski and Mishchenko
[7] and another written by Xu and Gustafson [8]. The latter offers, in addition to an exact
solver, a fast approximate solution method based on limiting the interaction among the
monomers. However, we found that the approximate method was not sufficiently accurate
for our purposes. The exact method in Ref. [8] gave results that agreed well with those
obtained with the exact method described in Ref. [7], and the computation times were
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comparable. For the broadband computations, we employed the code by Mackowski and
Mishchenko [7].

Computations were performed for aggregates consisting of up to 1000 monomers, and
for 16 wavelengths in the range between 0.2 µm−12.195 µm. The spectral range and division
points were tailored to the most recent version of the radiation model employed in the
Integrated Forecasting System (IFS), which is the global numerical weather prediction model
operated at the European Centre for Medium Range Weather Forecast (ECMWF). The new
global Earth system climate model EC-EARTH currently developed at ECMWF is based
on IFS. As an example, Fig. 2 shows results for a wavelength of 440 nm. Corresponding
results for volume-equivalent spheres are also shown.

Figure 2. Optical properties as a function of volume-equivalent radius RV at λ=440 nm.

The use of the homogeneous sphere approximation (HSA) is still common practice in
climate research and chemical transport modelling. As can be seen in Fig. 2, over a large part
of the size range the HSA strongly underestimates absorption, overestimates total scattering,
and underestimates the asymmetry parameter (overestimated side-scattering).

We included the computed optical properties into the optical observation operator of
the Multiple-scale Atmospheric Transport and CHemistry modelling system (MATCH) [9],
which is a regional CTM. The optical properties of all aerosol components other than BC
are computed with the HSA. The optical properties computed with MATCH are coupled
to the radiative transfer model DISORT [10] to compute spectral radiative net flux Fλ. By
repeating the computations in the absence of BC, one obtains a spectral reference net flux
F 0
λ , from which one obtains the spectral radiative forcing effect ∆Fλ=Fλ − F 0

λ . As an
example, Fig. 3 shows ∆F440 at a wavelength of 440 nm. In this case, we have an aerosol
layer at altitudes up to 2−3 km. The BC aerosols give rise to a positive radiative forcing
above the aerosol layer, and a negative forcing at the surface, as expected. At the top of the
atmosphere, the forcing effect estimated with the aggregate model is twice as high as that
computed with the HSA.
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Figure 3. BC radiative forcing as a function of altitude at a latitude of 48.2◦ N and a
longitude of 2.3◦ E, computed with MATCH and DISORT for 25 July 2006. The solid and
dashed lines represent results obtained with the aggregate model and the HSA, respectively.
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A novel small ice detector LISA was used to measure the circular depolarization ratio δC for 

light scattered from water droplets, just-frozen droplets and pristine ice crystals into near-

backward direction. For hexagonal plates the values of δC were found to be very high 

compared to those for the columns and frozen droplets. For liquid droplets, the measured 

values of δC have shown a good agreement with the Mie calculations. 

INTRODUCTION 

Due to importance of ice phase for the radiative and microphysical properties of clouds, the 

in-situ characterization of single ice particles in clouds and in the laboratory has been 

receiving an increased attention in the past years. This characterization is often done 

optically, e.g., by detecting the light scattered by single particles or visualizing the ice crystals 

directly. The conventional light scattering methods do not provide the required information 

about the shape and orientation of ice crystals, and the imaging methods suffer from the 

resolution constraints and high detection limit. Therefore, some alternative approaches are 

necessary. The Leipzig Ice Scattering Apparatus (LISA) is a modification of the Small Ice 

Detector (SID3) [1] built by University of Hertfordshire to study the nucleation and growth 

of ice crystals in the Leipzig Aerosol and Cloud Interaction Simulator (LACIS) [2]. In 

October 2009 LISA took part in the experiment at the AIDA cloud chamber [3,4] at the 

Karlsruhe Institute of Technology within the framework of the Virtual Institute on Aerosol-

Cloud Interaction (VI-ACI) of the Helmholtz Association. During this experiment, the ice 

formation on mineral dust and soot coated with secondary organic aerosol (SOA) was 

studied. The variability of growth processes in the AIDA chamber allowed measuring the 

scattering patterns and circular depolarization of light scattered by ice crystals of different 

shapes from almost spherical just-frozen droplets to pristine ice crystals like hexagonal plates 

or columns. Here we report some selected results of these measurements. 
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EXPERIMENT 

The optical layout of LISA is shown in Fig. 1. LISA is capable of capturing high-resolution 

two dimensional light-scattering patterns from single particles in an angular range of 9° to 

25° in the near-forward direction with a gated intensified CCD camera (780 x 582 pixels). 

The size, shape, and orientation of the observed particles can be deduced by comparing 

recorded images with the scattering patterns calculated for particles of known shape and 

orientation [5] or measured with ice analog crystals [6]. As opposed to other SID3 

instruments, LISA is also capable of measuring the circular depolarization ratio δC in near-

backward direction (scattering angle from 166° to 172°). This is done by registering the 

cross-polarized components 

of backscattered light after 

sending it through a quarter 

wave plate (QWP), installed 

in front of a polarizing 

beam splitter cube (see 

Fig.1). In this way  δC is 

defined as  

s s
C

s s

I V

I V






, 

where Is and Vs are the first 

and the last  components of 

the Stokes vector of the 

scattered light. 

Ice crystals were 

nucleated and grown in the 

AIDA chamber as 

described in [3]. Under the varying conditions inside the chamber (temperature, pressure, and 

ice saturation) the evolution of the ice crystals’ population was characterized with the help of 

in-situ optical instrumentation available at AIDA or by drawing a sample flow from the 

chamber [4]. In this experiment, LISA was operating alongside with several other ex-situ 

single-particle optical detectors (WELAS, PHIPS, SID3, NIXE-CAPS, CPI). 

RESULTS AND DISCUSSION 

With LISA, we were able to measure δC for several distinct classes of particles: liquid 

droplets, frozen droplets, hexagonal plates, and columns (Figs. 2 and 3). The shape and 

orientation of ice crystals was deduced from visual examination of scattering pattern and 

comparison with the exemplary patterns [5,6]. For water droplets, the diameter could be 

assessed by comparing the number of rings with Mie calculations. In all cases, the 

populations of several hundreds of particles were evaluated. 

The distributions of δC for water drops were found to be in a good agreement with Mie 

calculations. However, the ice crystals originating from the heterogeneous freezing of 

Figure 1. Schematic of LISA instrument (top view). Ice 

particles are crossing the sensing volume perpendicular to 

the drawing plane. The laser beam (λ = 532 nm) is circularly 

polarized to avoid polarization-dependent variations in the 

scattering patterns.  
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droplets have shown a distinctly higher values of  δC than expected for liquid droplets of 

almost the same size (Figs. 2b and 2c). Also the broadness of the distribution is evidently 

larger, which might be attributed to the variability of the slightly aspherical shape that 

droplets acquire when freezing. 
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Figure 2. Scattering patterns (right) and histograms of δC (left) for liquid and frozen droplets. 

(a) liquid droplets with size from 3 µm to 15 µm; (b) liquid droplets with size from 10 µm to 

26 µm; (c) just-frozen droplets, size in the range 15 µm – 27 µm. 

 

To investigate the orientation dependence of δC for columns, we have divided the 

evaluated column-like ice crystals into two populations: one, with the main axis oriented 

exactly perpendicular to the illuminating laser beam (no curvature of the main feature on the 

scattering pattern can be established, Fig. 3a), and second, with the main axis tilted with 

respect to the exact perpendicular plane (the main bright feature on the scattering pattern 

clearly curved, see Fig. 3b). No significant difference of the δC values have been found for 

these two populations.  

The highest values of δC were observed for the hexagonal plates with the main facet 

oriented perpendicular to the laser beam. In this case only scattering patterns showing 

straight rays of the six-pointed "star" were hand-selected for the evaluation (see Fig. 3c). The 

size assessment of the pristine ice crystals from the scattering patterns was not possible. To 

achieve this, and also to get a better understanding of the circular depolarization results, a 

model calculations of scattering by single ice crystals in a fixed orientation will be necessary. 

That we are going to address in the near future.  
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Figure 3. Scattering patterns (right) and histograms of δC (left) for pristine ice crystals.  

(a) columns oriented perpendicular to the laser beam; (b) columns tilted with respect to the 

laser beam; (c) hexagonal plates oriented perpendicular to the laser beam.  
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We have found systematic variations in the depth of the absorption bands in the spectra of 

Saturn’s icy satellites and showed that these variations likely resulted from the coherent-

backscattering effect (CBE). Our computer modeling of the CBE reproduces the observed 

spectral variations and also shows that they are strongly affected by the size and packing of 

particles. The variations in the absorption bands produced by the CBE not only allow us to 

improve interpretation of the spectra but also provide a promising approach to study size and 

packing of the regolith and dust particles. 

INTRODUCTION 

The coherent-backscattering effect (CBE) results from the interference of the light that expe-

riences multiple scattering in the medium and has the same but opposite optical path, i.e., 

was scattered by the same particles but in the opposite order.  The most well known manife-

station of the CBE is a steep brightness spike observed at small phase angles for numerous 

dusty environments, including planetary rings and icy cosmic bodies. Since the CBE spike is 

formed by multiply scattered light, it is more pronounced if more opportunities for multiple 

scattering occur, e.g., in the case of less absorbing particles. Strong dependence of the CBE 

on absorption was confirmed by numerous theoretical and laboratory simulations (see, e.g., 

[1-5]). Since the steepness of the CBE spike depends on the absorption, it should be different 

for the wavelengths within and outside of the absorption bands. As a result, the depth of the 

absorption bands should be different at different phase angles.  We study this effect observa-

tionally and theoretically and provide recommendations for its application. 

MANIFESTATION OF COHERENT BACKSCATTERING EFFECT IN THE SPECTRA 
OF ICY BODIES  

The coherent-backscattering effect is especially pronounced for high albedo bodies such as 

Saturn’s rings [6], icy satellites of the outer planets [7-10], Kuiper-belt objects (KBOs) [11], 

and E-type asteroids [12]. As it was mentioned above, it manifests itself in a steep photome-

tric spike at the phase angles smaller than 3°. It is more pronounced for the high-albedo 

bodies and the steepness of the spike increases with increasing albedo [7].  Thus, one can 

expect that, at the wavelengths where the body is brighter, the CBE spike is steeper than at 

the wavelength where the body is darker.  The different steepness affects the difference be-

tween the brightness of the object within and outside the absorption bands and, thus, results 

in a different depth of the bands at different phase angles. Such an effect has been already 

noticed for Saturn’s rings [13]; however, [13] could not provide any explanation of this effect 
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and neglected it in the interpretation of the data. The effect of CBE on the photometric data 

taken in different spectral bands was discussed in [8] for satellites of Uranus; however, [8] did 

not have the data within absorption bands and the effect of the CBE on the spectra was not 

analyzed there. 

Cassini VIMS spectra of icy satellites of Saturn 

A great opportunity to study spectral variations with phase angle appeared when the data for 

icy satellites of Saturn were taken by the instrument VIMS (Visual and Infrared Mapping 

Spectrometer, see [14]). VIMS provided the spectra in a broad range of wavelengths, includ-

ing the near infrared where the deep water ice absorption bands are located. Due to the high 

spatial resolution provided by VIMS, the spectra for the same surface features can be se-

lected, thus eliminating an effect of rotational variations of albedo. Besides, VIMS data have 

been analyzed to check the phase dependence of brightness, and a strong opposition spike 

whose steepness and width are consistent with the CBE was found [10].  Here we focus on 

the data for the leading hemisphere of Rhea as they are characterized by the best signal-to-

noise ratio. The expected effect of changing the depth of the absorption bands with the 

phase angle is clearly seen in the spectra of Rhea (Fig. 1).  For example, the difference in the 

depth for the 2 μm ice band is 12% for the phase angles 0.05° and 1.5° with the accuracy of 

the measurements about 1%.  

 
Figure 1. Spectra for Rhea taken at several phase angles (indicated in the plot) at a similar 

orbital longitude. The spectra were shifted to match the continuum at the short wavelengths. 

The units of brightness are the ratio of the measured intensity to the solar flux at the helio-

centric distance of Saturn. For a grayscale image, the absorption bands for smaller phase 

angles are deeper. 

Computer simulations of the CBE effects in the spectra   

To check if CBE can be responsible for the observed phase angle variations in the spectra of 

Rhea, we modeled the spectra using the approach to CBE developed in [15-16]. At this ap-

proach the CBE is considered as the weak localization of the electromagnetic waves scattered 

by a layer of discrete random medium. A solution of the weak localization problem was pre-

sented in [16]; it is based on a transformation of an exact system of integral equations into a 

system of linear algebraic equations which can be solved readily. Comparisons of the theoret-

ical results with benchmark numerical data for a medium composed of non-absorbing Ray-

leigh scatterers as well as with experimental data for a medium composed of wavelength-

sized particles have shown that this approximation can be expected to give a good accuracy. 

       Using this technique we simulated the spectra for semi-infinite layer of water ice spheres 

of different size and packing [17]. We considered three packing factors ξ = 0.05, 0.1, and 0.2 
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(that corresponds to the porosity 95%, 90%, and 80%), and two particle radii, r=0.25 and 0.5 

μm, that can be typical for the icy satellites of Saturn [18].  The optical constants of water ice 

were taken from [19].  The results (Fig. 2) show that the theoretical modeling produces the 

same tendencies that were observed for Rhea: the depth of the band gets smaller with in-

creasing phase angle and the faster change in the depth happens at smaller phase angles. The 

rate of the change and the shape of the bands are strongly affected by the particle size and 

packing. The trend most close to the observational data (compare the vertical separation 

between the spectra in Figs. 1 and 2) is demonstrated by particles of r=0.5 μm and ξ = 0.2. 

 
Figure 2.  Computer modeling of Rhea’s spectra. The radius of particles and their packing 

are indicated on the top of each figure.  The results are for the phase angle 0.05° (the deepest 

absorption band), 1.5° (next deepest band) and 19° (the most shallow absorption band). As 

in Fig. 1, the spectra were shifted to match at the shortest wavelength.  

CONCLUSIONS 

Coherent backscattering affects not only the photometric (and polarimetric) characteris-

tics of high-albedo objects, but also their spectra at small phase angles. The depth of the 

absorption bands and their shape are different at different phase angles, reflecting the 

dependence of the steepness of the CBE photometric spike on the absorption of the 

material.   

      The phase angle dependence of the spectra should be a common phenomenon for 
high-albedo cosmic bodies: planetary rings, satellites of the outer planets, KBOs, E-type 
asteroids, etc., and should be a part of any interpretation of their spectra. Neglecting the 
phase angle variations of the absorption bands at a comparative analysis of spectral data 
obtained at different phase angles can result in misinterpretation of the spectra, leading to 
erroneous conclusions about compositional and particle size differences of icy bodies. 
Particularly, ignoring this effect provides misleading conclusions regarding composition 
and relative abundance of water ice on the surface of the bodies.  
      Studies of the spectral manifestations of CBE not only improve our understanding of 
the formation of absorption bands, but also can be used as a new remote sensing tech-
nique for the characterization of surfaces and dust particles. The advantage of this me-
thod is that it does not require a detailed phase angle trend and, thus, does not need mul-
tiple observations. The spectra at 2–3 phase angles are sufficient so that the future model-
ing allows extracting information about the size and packing of regolith or ring particles. 
We can say that the role of the range of phase angles is replaced here by the role of the 
range of wavelengths. This makes the method especially convenient at studies of very 



Helsinki 2010 L. Kolokolova et al. Coherent backscattering in spectra 

 

 101 

 

distant objects, e.g. KBOs, whose phase angle changes slowly and within a very narrow 
range.  
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We use single bi-sphere particles levitated in an electrodynamic balance to record two-
dimensional angular scattering patterns at different angles of the coordinate system of the
aggregate relative to the incident laser beam. Due to Brownian motion, the particle covers
the whole set of possible angles with time and allows to select patterns with high symmetry
for analysis. These are qualitatively compared to numerical calculations. An experimental
procedure is proposed for studying restructuring effects occurring in mixed particles upon
evaporation.

INTRODUCTION

Our interest inmeasuring two-dimensional angular optical scattering (TAOS) patterns of sin-
gle aggregate particles made out of spheres originate from previous work [1], where we were
using optical resonance spectroscopy for sizing evaporating solid, non-spherical particles.
We observed that the shift of optical resonances with time, when the particle is solid, ex-
hibits distinct discontinuities which we ascribed to sudden rearrangements processes within
the evaporating solid. While this explanation is plausible, it warrants a more detailed in-
vestigation. A simple aggregate built from polystyrene latex microspheres and a solid with
sufficient high vapor pressure could provide a model system for studying such processes.
Besides optical resonance spectroscopy, analyzing the TAOS patterns with the help of nu-
merical simulations should allow a more detailed analysis of the rearrangements taking place
in aggregate particles upon evaporation.

Here we present a test of the basic concept by measuring the simplest aggregate particle
possible, a bi-sphere, and compare the observed TAOS patterns with calculated ones using
the code developed by Mackowski [2].

Our experimental setup resembles in a lot of aspects the one used in the pioneering
work of Bottiger et al. [3], but the analysis of the scattered light differs in one essential
aspect. Namely, instead of recording rotational averaged scattering matrices, we record the
TAOS pattern for a fixed, distinct orientation. Previously, Holler et al. [4] have done similar
experiments for sphere clusters consisting of multiple spheres, but they observed these clus-
ters in an aerosol flow, while we levitate a single cluster and observe the same cluster for a
prolonged period of time. This allows us to study the scattering at different angles between
the coordinate system of the cluster and the incoming laser beam.

EXPERIMENTAL

The experimental setup has been described elsewhere in [5]. Briefly, Fig. 1 shows a schematic
of the experimental setup. A particle is levitated in an electrodynamic balance with CCD1
recording a microscopic image of the particle illuminated with a weakly focused laser beam
from below. CCD2 is a fast, progressive scan CCD (60 fps, shutter speed: 1/250 s) to record

∗Corresponding author: Ulrich K. Krieger (ulrich.krieger@env.ethz.ch)
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CCD 1

l= 633 nm, 488 nm

CCD 2

CCD 1

Figure 1. Schematic of the experimental setup. CCD1 records a microscopic image of the
particle, CCD2 records the TAOS pattern due to scattered laser light with a wavelength of
either 633 nm or 488 nm.

the corresponding TAOS pattern. The observed angles range approximately from 85° to 95°
in both, polar and azimuthal angle, but no effort was made for these test experiments to cal-
ibrate the angles using the scattering of a single sphere of known radius and refractive index.
A single-particle generator (Hewlett-Packard 51633A ink jet cartridge) is used to inject a
single liquid droplet (volume 140 pl) from solutions made from suspensions of polystyrene
latex particles purchased from Polyscience, Inc., diluted with MilliQ water. The number of
primary particles within the droplet follows Poisson statistics and depends on the concen-
tration of the suspension. The water evaporates and leaves an aggregate of spheres levitated
in the electrodynamic balance. By adjusting the concentration of the suspension, the proba-
bility for obtaining a single sphere, a bi-sphere or tri-sphere may be optimized. By replacing
the water with a dilute aqueous solution of, for example, a low-vapor-pressure dicarboxylic
acid and subsequent drying of the particle in the electrodynamic balance, mixed particles
consisting of polystyrene spheres and crystalline dicarboxylic acid may be produced. Upon
evaporation of the dicarboxylic acid, restructuring of the remaining polystyrene spheres is
expected to occur.

The particle is subject to rotational Brownian motion while trapped in the center of the
electrodynamic balance [6]. In addition, with larger particles (radius > 5 µm), slight asym-
metries in the balance together with the anisotropic polarizability of the bi-sphere particles
induce an almost stationary rotation of the particle around one of the axes of symmetry. We
observed a typical timescale of this motion of about 1 round per 10 seconds. If this effect
is undesirable, the electrodynamic balance can be switched to a quasi-electrostatic mode,
which allows the free Brownian motion about all axes [6]. For a particle of 5-µm radius, ro-
tational Brownian motion leads to a mean rotation of 22 degrees per second. When movies
of the Brownian motion are recorded with CCD1 and CCD2, single frames can be selected
showing high symmetry because the polar and azimuthal angles of the aggregate are parallel
or perpendicular to the plane of polarization of the illuminating laser beam. Two examples
are shown in Fig. 2.
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RESULTS

The upper row in Fig. 2 shows the experimental TAOS pattern in panel (a), the correspond-
ing TAOS calculations [2] in panel (b) and the microscopic image of the particle in panel
(c). The particle is a bi-sphere cluster with the nominal radii of the single spheres being
5.0 µm. The lower row shows the same particle but in a different orientation: (d) is again
the measured TAOS pattern, (e) shows the calculated TAOS pattern and (f) the microscopic
image. The microscopic images clearly reveal the orientation of the bi-sphere perpendicular
to the line of view of CCD1 by showing 4 separated glare spots in the upper row image
panel (c). Note that the glare spots seem to form at the corners of a square, as expected for
a bi-sphere consisting of two spheres with the same radius. When rotated by 90◦ only 2 glare
spots are visible as seen in the lower row image panel (f). These orientations yield distinct
TAOS patterns, the one in the lower row (d) almost resembling the typical Mie pattern of a
single sphere.

(a) (b) (c)

(d) (e) (f)

Figure 2. Observed (a, d) and calculated TAOS patterns (b, e) with microscopic images of
a bi-sphere particle with single-sphere radii of 5.0 µm. Incident laser wavelength 488 nm.

A randomly picked TAOS pattern shows typically some distortion relative to the patterns
shown in Fig. 2. Two examples are shown in Fig. 3. We do not know azimuthal and polar
angles a priori and did not try to find these angles through comparison with calculations.
But, in principle, comparison with a number of calculations performed over a sufficiently
narrow grid should allow to estimate the angles of the laser beam relative to the bi-sphere
coordinate system.

CONCLUSIONS AND OUTLOOK

Our setup allows us to measure the TAOS patterns of single, levitated aggregate sphere
particles. Characterization of the particles is possible by comparing the observed and cal-
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(a) (b)

(c) (d)

Figure 3. Observed TAOS patterns (a) and (c) which appear to be tilted relative to the
ones shown in Fig. 2. Patterns originate from scattering of the same particle as in Fig. 2. For
comparison, panels (b) and (d) show calculated TAOS patterns with angles α, β [2] of 0◦,
15◦ and 0◦, 45◦, respectively.

culated TAOS patterns. In the future, we intend to study mixed particles, composites of
polystyrene spheres and crystalline succinic acid, with the succinic acid crystallites evapo-
rating slowly with time. This should allow us to analyze the restructuring of the composite
particle by comparing its TAOS patterns with the corresponding calculations.
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Simulation of electromagnetic scattering characteristics of 
particles with anisotropic surface impedance  

A. G. Kyurkchan* and D. B. Demin 
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Moscow, 111024, Russia. 

The pattern equation method has been extended to solve the scattering problems of electro-

magnetic waves on particles with anisotropic surface impedance. The scattering characteristics 

of axially symmetrical scatterers with artificially soft and hard surfaces and with complicated 

structures of curves of conductivity on their surfaces are investigated. The comparisons to the 

results obtained using other methods are discussed. 

INTRODUCTION 

In this paper, we consider scattering of electromagnetic waves on particles with anisotropic 

surface impedance. In this case, the surface impedance in the impedance boundary condition, 

known as Leontovich's boundary condition, is given by a tensor with the components cor-

responding to appropriate directions of anisotropy. 

We extended the pattern equation method (PEM) to solve the abovementioned prob-

lem. The PEM has already been applied to solve problems of electromagnetic wave scatter-

ing on impedance and dielectric scatterers [1-3]. The PEM is one of the most effective me-

thods for solving scattering problems of electromagnetic waves. It has been earlier estab-

lished [1-3] that the rate of convergence of the PEM's numerical algorithm is mainly go-

verned by the scatterer size and weakly depends on its geometry. 

Under the boundary value problem, we consider the scattering problem of plane waves 

for axisymmetric scatterers. We investigate the scattering characteristics of these scatterers 

with artificially soft and hard surfaces [4] using special values of anisotropic impedance. Also, 

we simulate scattering of circularly polarized plane waves on particles with boundary condi-

tions which correspond to complicated structures of curves of conductivity [5]. 

PROBLEM STATEMENT 

Let us consider the problem of electromagnetic scattering of incident primary monochromat-

ic ( tie  ) field 0E


, 0H


 by an arbitrarily shaped 3D compact obstacle bounded by surface S . 

Let the following impedance boundary condition be met at S : 

     
SS

HnnZEn


 ˆ , (1) 
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where n


 is the outward unit normal to S ; Ẑ  is a tensor of surface impedance (an aniso-

tropic surface impedance) which is 

 













ZZ

ZZ
Z

l

llˆ  (2) 

for axially symmetrical bodies; 10 EEE


 , 10 HHH


  is the total field; 11, HE


 is the 

secondary (diffracted) field, which satisfies the system of homogeneous Maxwell equations 

elsewhere outside S  and the Sommerfeld radiation condition at infinity. 

The component lZ  of tensor Ẑ  corresponds to the direction of the unit vector li


 

which is tangential to S  and perpendicular to the unit vectors i


 (unit vector of a spherical 

coordinate system (  ,,r )) and n


. Thus, the vectors li


, i


, and n


 form a right-handed 

orthogonal system. 

REDUCTION OF BOUNDARY-VALUE PROBLEM TO SYSTEM OF ALGEBRAIC EQ-
UATIONS 

According to the PEM standard scheme [1-3], the initial boundary-value problem for the 

Maxwell equations is reduced to an infinite system of linear algebraic equations with respect 

to the unknown coefficients nmnm ba ,  of expansion of the scattering patterns EF


, HF


 of 

electric and magnetic fields in terms of vector angular spherical harmonics, which compose 

the orthogonal basis in the spherical coordinates   ,,r .  

For the diffracted field 
11 , HE


 in the far zone, the following asymptotic relations are 

met 

 
 

    ,1,
exp

,
2,11 krOF

r

ikr
HE HE 


 


.  

Then, using the integral representations for the field 11, HE


, which could be obtained 

from the Maxwell equations, and decompositions of these fields in terms of vector spherical 

harmonics, we have the following system of PEM: 

 

 

 
,,...,2,1 

,

,

1

22

,

21

,

0

1

12

,

11

,

0

nmn

bGaGbb

bGaGaa

q

q

qp

qpqpnmqpqpnmnmnm

q

q

qp

qpqpnmqpqpnmnmnm
























 



 
 (3) 

where 



Anisotropic surface impedance A.G. Kyurkchan & D.B. Demin ELS’XII 

 

 108 

 

 ijz
qpnm

ij
qpnm

ij
qpnm

z
nmnmnm

z
nmnmnm GGGbbbaaa

~

,
0

,,
0~0000~000 ;;  ;  2,1, ji . (4) 

In Eq. (4), the coefficients with the additional superscript "0" correspond to the perfect 

conductor ( 0ˆ Z ), and the ones marked by " z~ " designate additional terms caused by the 

anisotropic impedance Ẑ . The coefficients 0
nma , 0

nmb  are determined by the incident wave. 

These coefficients and the matrix elements ij
qpnmG , , 2,1, ji  in (3) are represented in sur-

face integrals on S , and they are similar to those published in [1-3]. 

The verification of applicability of the numerical algorithm of PEM has been made ear-

lier (see, for example, [1-3]). 

NUMERICAL RESULTS 

Consider examples of searching for the scattering patterns for the following axially symmetric 

scatterers: sphere and spheroid. The z-axis was chosen as the symmetry axis of the scatterers. 

In all examples, the incident field is a plane wave propagating along the z-axis. 

In Fig. 1, the scattering patterns of E-field (with the polarization of the vector 0E


 along 

the x-axis) are shown for the prolate spheroid with the parameters: 10ka  (small semiaxis) 

and 20kc  (large semiaxis). Curve 1 corresponds to the scattering pattern || EF  (in the 

0  plane) of perfectly conducting scatterer ( 0ˆ Z ), and curves 2 and 3 correspond to 

the patterns || EF  (in the 0  plane) and || EF  (in the perpendicular plane) for scatterer 

with artificially soft surface. The value of anisotropic impedance Ẑ  of artificially soft surfaces 

for electromagnetic waves is defined as follows: lZ , lZ = lZ = Z =0. The value of 

anisotropic impedance Ẑ  of artificially hard surfaces is defined as follows: Z , 

lZ = lZ = lZ =0 (see [4]). In our calculations, infinity is replaced by the number equal to 

01000  ( 0  is the wave impedance of the vacuum). From Fig. 1, it is clear that the patterns 

|| EF  and || EF  for soft particle almost coincide with the pattern || EF  of perfect conduc-

tor for scattering angles corresponding to the illuminated part of the surface. The same result 

was observed for the artificially hard particle. 

In our second example, we consider scattering of a plane wave with circular polarization 

(left-handed) by a sphere and a prolate spheroid. In Fig. 2, we plot the normalized scattering 

patterns of particles. Here   ZZ l )( , ll ZZ  )( , and  2sin025.0)( i  that 

correspond to spiral curves of conductivity on the scatterer with the angle of rise )( , 

)(tg)(    [5]. The radii of the spheres are equal to 9.0ka  (curve 1), 1ka  (curve 

2), 1.1ka  (curve 3). The parameters of the spheroid are as follows: 65.0ka , 6.1kс  

(curve 4), that is, the sizes of the particles there are less than the wavelength of the incident 

field. From Fig. 2, it is visible that, under axial incidence of the circularly-polarized plane 
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wave on particles with spiral curves of conductivity, full absorption is observed, coinciding 

with the result given in [5]. Let us note that, when 1.1ka  , backward scattering grows. 
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Figure 1. The scattering pattern for a 

spheroid. 

Figure 2. The scattering pattern for a sphere 

and a spheroid. 

CONCLUSION 

Thus, we have demonstrated that impedance conditions with anisotropic impedance are 

applicable in the simulation of scattering characteristics of particles with artificially hard and 

soft surfaces, and with complicated structures of curves of perfect conductivity. 
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Solving diffraction problems by the Т-matrix and the pat-
tern equations methods 

A. G. Kyurkchan* and N. I. Smirnova 
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T-matrix method is compared to the pattern equation method. It is shown that the pattern 

equation method allows analytical averaging of particle orientation, as well as the T-matrix 

method. However, the pattern equation method is applicable to diffraction problems for a 

broader class of particle geometry and gives higher accuracy than the T-matrix method.  

INTRODUCTION 

The T-matrix method (TMM), proposed by Waterman more than forty years ago [1], is cur-

rently commonly used for solving wave diffraction problems arising in optics, radio physics, 

radio astronomy, etc. [2, 3]. T matrix interrelates incident and scattered wave spherical basis 

expansion coefficients. As such, T matrix depends only on physical and geometric characte-

ristics of a scatterer and is absolutely independent on propagation and polarization directions 

of the incident and scattered fields [2, 3].  

The pattern equation method, for the first time proposed in paper [4], also allows ob-

taining the solution of the diffraction problem in the form similar to TMM, but it is applica-

ble at significantly less stringent restrictions on scatterer geometry. Therefore, it is of interest 

to compare these two methods. 

TMM AND PEM ALGORITHMS 

In paper [5], it is shown that TMM is correct only if the scatterer geometry belongs to the 

class of Rayleigh bodies, i.e. such bodies that all wave field analytic continuation singularities 

are located inside of the sphere inscribed in a scatterer. Such class of geometries is particularly 

narrow.  

PEM allows to obtain the rigorous diffraction problem solution (i.e. theoretically with 

any given accuracy) for so called weakly non-convex bodies [4]. All convex bodies are part of 

this class.  

Let us perform a more detailed comparison of both methods. Consider two-

dimensional diffraction problem on a scatterer with Dirichlet boundary condition for sim-

plicity. As is well known, the scattered field cylindrical harmonic expansion 
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1 (2)( ) ( ) in
n n

n
u r c H kr e 





 1 (2)( ) ( )u r c H kr e( ) ( )1 (2)( ) ( )1 (2)u r c H kr e1 (2)( ) ( )1 (2)


( ) ( )u r c H kr e( ) ( )( ) ( )u r c H kr e( ) ( )1 (2)( ) ( )1 (2)u r c H kr e1 (2)( ) ( )1 (2)1 (2)( ) ( )1 (2)u r c H kr e1 (2)( ) ( )1 (2)1 (2)1 (2)( ) ( )u r c H kr e( ) ( )( ) ( )u r c H kr e( ) ( )1 (2)( ) ( )1 (2)u r c H kr e1 (2)( ) ( )1 (2)1 (2)( ) ( )1 (2)u r c H kr e1 (2)( ) ( )1 (2)
 coefficients nc  are related to the incident field (plane wave, 

propagating at angle 0  to the OX axis) expansion coefficients na  by the following formula 

 c Ta ,  (1) 

where 
1T QH  , and 

 0( ) inn
na i e    , (2) 

2 2
( ) (2) ( )

0 0

( ( )) , ( ( ))i m n i m n
nm n nm nQ J k e d H H k e d

 
           . (3) 

In PEM, similar to Eq. (1) formula is given by: 

 
1 0( )c I G c  , (4) 

where I  is the identity matrix and matrix G  and vector 0c  elements are given by [4]: 

 

2
(2) (2) ( )

0

1 ( )( ( )) ( ) ( ) ( )
4 ( )

i m n
nm n m mG J k ik H k m H k e d


       

 
   

 
 , (5) 

   0

2
( )cos( )0

0 0
0

( ( )) ( )cos( ) ( )sin( )
4

inik
n n

kc J k e d


                   .(6) 

Obviously, although values 0
nc  are not incident wave cylindrical basis expansion coeffi-

cients, but similarly to na  coefficients in TMM, they depend (functionally) on the incident 

plane wave angle 0  only. As can be seen from Eqs. (5) and (6), in order to find vector c  in 

PEM, it is necessary to invert the matrix with much more complex element formulas than in 

TMM. However, the inverted matrix 1( )I G   is already essentially a T matrix that links vec-

tor 0c , characterizing the incident wave, to the scattered wave coefficients c , while in 

TMM, in order to obtain T matrix, it is still necessary to perform matrix Q  and 1H   multip-

lication (although those matrices are significantly more simple). Therefore, it is of interest to 

compare the computation speed and accuracy for both methods.  
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NUMERICAL RESULTS 

As an example, let us consider the diffraction problem for a plane wave with incident angle 

0 0   on Rayleigh ellipse with semiaxes 8, 11ka kc  . We calculate the scattering pattern 

as: 

( ) n in

n

n

g c i e 




  .    (7) 

Let us denote ( )Ng   - the scattering pattern, obtained by solving the truncated system 

(when its size is equal to 2 1 2 1N N   ). We calculate the difference between the patterns 

at different N as 
1 2 1 2

max

, max ( ) ( )N N N Ng g g    . If 
1 2

max 6

, 10N Ng   , i.e. at least 7 significant 

digits are agreeing  in the patterns, we consider that adequate accuracy is achieved and there 

is no point to increase N  any more. Additionally, we assess the graphic overlap of patterns.  

The calculated values of 
1 2

max

,N Ng  at different 
1 2, NN  for PEM and TMM are given in 

Table 1.  

Table 1. 

 PEM TMM 

max

10,15g  14.7334279 10  14.7133309 10  

max

15,20g  46.0765886 10  21.1055532 10  

max

20,25g  73.3979730 10  41.7063574 10  

max

25,30g  112.4759473 10  61.6644684 10  

max

30,35g  148.3348103 10  63.2701861 10  

 

As it shows, the PEM has much higher convergence rate and allows obtaining twice as 

good accuracy than TMM. In PEM, we have reached the desired accuracy of 610  already at 

20N  , whereas TMM did not obtain the desired accuracy at all. The highest possible accu-

racy, which PEM provides for a given scatterer, is 148.3348103 10 , but TMM achieves only 
61.6644684 10 . As it can be seen, at 35N   for PEM and at 25N   for TMM, the accura-

cy begins to decrease. This is caused by the increase of special function calculation error, 

which eventually leads to the failure of the algorithm (see [5]).  

Let us now compare the computation time. At 20N  , the computation time of PEM 

is 10.779 seconds and TMM is 9.224 seconds. At 35N  , the computation time of PEM is 

50.136 seconds and TMM is 21.502 seconds.  

We can see that, at smaller N  values, the computation time is about the same for both 

methods, but as N  increases, the computation time for PEM becomes significantly longer. 

The explanation is that in the case of TMM we calculate  2
2 1N   times a rather simple 

integral Eq. (3), whereas in the case of PEM we calculate  2
2 1N   times a much more 

complicated integral Eq. (5) plus 2 1N   times integral Eq. (6). However, during the first 10 
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seconds using PEM, we obtained the accuracy of 1010 , while using TMM for the same time 

we obtained only 510 .  

As already mentioned above, the applicability of PEM (any weak non-convex bodies) is 

much broader than the applicability of TMM (only Rayleigh bodies). This is another major 

advantage of PEM. Some examples illustrating inapplicability of TMM to non- Rayleigh 

geometries can be found in [5].  

Let us now consider the particle irradiated by a plane wave, incident at random angles 

0 . We can calculate scattering characteristics of the particle averaged by irradiation angles. 

For example, the single-particle scattering cross section scaC , averaged over the ensemble 

of random orientations, can be calculated in the T-matrix method as [2] 
2| |sca nm

n m

C T  (see also Eq. (1) and Eq. (7)). Similarly, as follows from the equations 

(4) and (7), in the method of pattern equations the same value can be calculated as 

1| ( ) |sca nm mp

n m p

C I G C  , where 
2

0 0

0

0

1

2
mp m pC c c d






  . Our simulations show that 

equal accuracy of the scaC  requires twice as much computation time using the pattern 

equation method, relative to the T-matrix method. 

To summarize, the comparison of PEM and TMM clearly demonstrates that PEM is 

unconditionally superior to TMM in terms of accuracy and applicability. The price for this is 

some increase of computation time. The averaging of scattering characteristics by orientation 

of the particle is similarly simple in both PEM and TMM.  
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pedance bodies of revolution 
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The three-dimensional problem of plane electromagnetic wave scattering on a grating consist-

ing of coaxial impedance bodies of revolution is considered. An infinite system of integral 

equations, to which the initial problem is reduced, is derived. An efficient algorithm for the 

calculation of the periodic Green’s function is offered. The angular dependence of the scatter-

ing pattern is obtained. 

INTRODUCTION 

The paper considers diffraction of a plane electromagnetic wave on an infinite periodic grat-

ing consisting of impedance bodies of revolution located at one axis. To solve the problem, 

we use a modified null field method (MNFM), which has previously been successfully ap-

plied in [1, 2]. The null field method (NFM), often named in the literature also as a method 

of T-matrix [3], has been offered for the first time by Waterman [4]. The basis for the me-

thod is a certain relation (see below) which is satisfied everywhere inside the scatterer. If we 

require that this relation is fulfilled on some closed surface inside the scatterer, the initial 

boundary problem is reduced to the integral equation of the first kind relative to an unknown 

current distributed on the surface of the body. In [1, 2], it has been shown that the integral 

equation has the solution corresponding to the boundary problem, if and only if the surface 

(designated in these works with the letter  ) on which the condition of the null field is ful-

filled, covers the set of singularities of analytical continuation of the diffracted field inside the 

scatterer. Besides, it is shown that, for the development of high-speed and stable algorithms, 

the surface   should be constructed by means of analytical deformation of the surface of the 

scatterer [5]. 

Notice that, in solving the considered problem, we face the development of an efficient 

algorithm for the calculation of the periodic Green’s function. We calculate the Green’s func-

tion by the method analogous to the approach proposed in [6], which considered the prob-

lem of diffraction on a body in a circular waveguide. 

DERIVATION OF THE MAIN RELATIONS 

Consider a grating consisting of identical coaxial impedance bodies of revolution. We assume 

that the grating has a period d . Introduce a Cartesian coordinate system and direct the z -
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axis along the axis of the grating. Denote by 
0S  the surface of the central element of the 

grating. We suppose that the structure is irradiated by the plane wave: 

 0

0 0 0 0exp( (sin sin cos( ) cos cos ))E p ikr          , (1) 

where ( , , )r    are the spherical coordinates, k  is the wave number,  and 0 0,   are the 

incidence angles of the plane wave. The diffracted field outside the grating obeys the homo-

geneous Maxwell equations and also satisfies the Floquet periodic conditions: 

 1 1( , , ) ( , , ) exp( ),E z d E z i        (2) 

where 0coskd   is the Floquet parameter and ( , , )z   are the cylindrical coordinates. 

The formulas for the magnetic field are similar. The diffracted field also obeys the radiation 

condition at infinity. On the surface of each element of the grating, the impedance boundary 

condition 

 0 ( )n E Z n n H     (3) 

is satisfied. Here n  is the outward normal and 0Z  is the impedance. 

Let us apply MNFM. For this aim, we construct the auxiliary surface 0  which is located 

inside the original surface 0S  of the central element of the grating. If the equation of the 

surface 0S  in the spherical coordinate system has the form ( )r r  , the auxiliary surface is 

defined by the equations: sin cos , sin sin , cos ,x r y r z r              

where [5] 

 arg ( ), ( ) , ( ) ( )exp( ),r r i i                 (4) 

In formulas (4)   is a positive parameter responsible for the degree of deformation of the 

contour of the body axial cross section and [0, ]  . The choice of the parameter   is 

detailed in [1, 2, 5]. In accordance with MNFM we state the following condition at the 

auxiliary surface 0 : 

    
0

2 0

0( , ) ( )
S

n i J G G k JG kZ G n J ds n E               
  , (5) 

where 0r  , J  is the unknown current on the surface 0S  of the central element of the 

grating, and   is the wave impedance. This equation is solvable only on condition that the 

surface 0  covers the set of the singularities of the analytical continuation of the diffracted 

field inside 0S . The function G  in Eq. (5) is the periodic Green’s function: 
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                  Figure 1. 
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ikR
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


             (6) 

 Expand the unknown current J  and the Green’s function into the Fourier series: 

 ( , ) ( ) exp( )n

n

J t I t in 




  , (7) 

 ( , , , , ) ( , , , ) exp( ( ))m

m

G r r S r r im       




        . (8) 

Then we define 1 1 2( )

( )
( ) ( ) ( ) ( )m m m mr

r t

r t
I t I t i I t i I t i



   , where , ,ri i i  the unit vectors 

of the spherical coordinates and the prime denotes the derivative by the corresponding ar-

gument. Using formulas (5) – (8), one can obtain the following system of integral equations: 

 

11 1 12 2 1

0 0

21 1 22 2 2

0 0

( , ) ( ) ( , ) ( ) ( ),

( , ) ( ) ( , ) ( ) ( ),

m m m m m

m m m m m

K t I t dt K t I t dt B

K t I t dt K t I t dt B

 

 

  

  


 





 



 

 

 (9) 

where 0, 1, 2,..., [0, ]m      . The kernels of this system are expressed by the coeffi-

cients mS  and their derivatives. Note that the system (9) is solved by the collocation tech-

nique [1, 2, 5]. 

NUMERICAL RESULTS 

To test the method, we consider the problem 

of wave scattering by a grating consisting of 

closely-spaced superellipsoids of revolution. 

The axial cross-section of the superellipsoid is 

defined by the equation 

2 2

1

l l
x z

a c

   
    

   
. 

For large values of the parameter l  and small distances between the scatterers, the problem 

of such a geometry is only slightly  different from the two-dimensional problem of scattering 

by an infinite circular cylinder (it is assumed that the plane wave is incident perpendicular to 
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the axis z  and the electric vector is parallel to the axis of the structure). As is well known, 

this problem has an analytical solution. In Fig. 1, the distribution of the pattern 
0 0( , )F    of 

zero mode of the grating is presented. In cylindrical coordinates, the pattern is defined by the 

formula 

 1 / 4

0

exp( )2
( , )

2

i s s
s

s s

iv iw zi
E e F

kd v

 
 

 





 
  , (10) 

where 2 2( 2 ) ,s s sw s d v k w     , arccos( )s sw  . The sign of square root is 

chosen so that its imaginary part is not positive. The parameters of the problem are the fol-

lowing: 2.5; 5; 10ka kc l   , period of the grating 10.1kd  , 0 0  , 0 2  , 

0 zp i . Curve 1 in Fig. 1 demonstrates the dependence of the pattern for the grating con-

sisting of the superellipsoids and curve 2 corresponds to the case of scattering by the infinite 

circular cylinder with radius 2.5ka  . One can see rather small differences between the 

dependences. 
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Observations of sunlight scattered by cometary dust particles provide clues to their properties. 

Interpretation of the variations of its linear polarization, through laboratory and numerical 

simulations, suggests that dust particles might be built of both very fluffy aggregates and more 

compact grains, with significant amount of rather transparent silicates and absorbing materials. 

INTRODUCTION 

Cometary dust 

Dust particles, which may consist in compact grains as well as in aggregates, are everywhere 

in the Solar System, on cometary nuclei, in cometary comae, tails and trails, as well as in the 

interplanetary dust cloud, in planetary atmospheres, on asteroidal surfaces, on trans-

neptunian objects, and on the surfaces of planets and moons. While a limited amount of 

information on cometary dust is available from a few in-situ missions (i.e. Giotto, Vega, 

Deep-Space 1, Deep Impact) and one sample return mission (Stardust), clues to the bulk 

properties of the dust mainly stem from remote observations, i.e. spectroscopy that provides 

information on the composition and study of the characteristics of the solar scattered light 

that provides information on the bulk properties (e.g. morphology, structure, size distribu-

tion, and tentatively albedo). This latter approach, reviewed in [1], may provide evidence on 

the physical processes that allowed the formation and evolution of the dust. 

Relevance of polarization measurements  

Solar light scattered by low-density particulate media, e.g. cometary comae and dust tails, is 

partially linearly polarized. The degree of linear polarization, thereafter called P, is the ratio of 

the difference to the sum of the polarized brightness components respectively perpendicular 

and parallel to the scattering plane. It is a very convenient quantity, since it is normalized and 

depends neither on the distances to the Sun (while the brightness does not follow a R-2 law 

with solar distance R) and to the observer, nor on the dust spatial density. It only varies with 

the phase angle  (or scattering angle) and the wavelength  of the observations, and with 

the properties of the scattering medium. It thus reveals changes in dust properties from 

changes in polarization in different regions of the coma observed at the same time for identi-

cal  and , as well as different classes of comets from their polarization properties, even 

while they are studied at different distances to the Sun and to the observer. It may neverthe-

less be added that observations of the light scattered by comets requires some attention, since 

comets are usually faint extended objects and since dust observations have to be done 

through narrow filters to avoid depolarization from cometary gaseous emissions. 
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MAIN TRENDS IN COMETARY OBSERVATIONS 

Changes within cometary comae 

The variation of the linear polarization of the dust inside comet 1P/Halley coma had been 

monitored from the OPE experiment on board the Giotto spacecraft, as shown in Fig 1 [2]. 

In addition, the average dust geometric albedo and density of the particles have been esti-

mated to be about respectively 0.04 and 100 kg m-3 in the inner coma [3]. Since then, polari-

zation images have been obtained from remote observations of various comets [see e.g. 4-6]. 

Significant variations are pointed out, especially for active comets, with often two types of 

features: i) a circum-nucleus halo with a lower polarization, ii) fan-shaped features with a 

higher polarization corresponding to some jet-like features.  Also, radial averages of the pola-

rization reach an asymptote for increasing nucleus distance, leading to the determination of 

whole coma polarization from polarimetric images. 

Phase angle dependence 

The dependence (for a fixed wavelength) of the whole coma polarization upon the phase 

angle, P(), is monitored through the changing geometry for an Earth-based observer. It 

provides smooth polarization phase curves (see e.g. Fig. 2), with a shallow negative branch 

near the backscattering region, an inversion region near 20° and a wide positive branch. Such 

curves are typical of scattering by irregular particles with sizes greater than the observational 

wavelength, i.e. a few m. Data suggest the existence of at least two classes of comets, corre-

sponding to different properties of the dust particles: comets with a low maximum in polari-

zation (in the 0.10 to 0.15 range), comets with a high maximum in polarization (in the 0.25 to 

0.30 range), and comet C/1999 O1 Hale-Bopp, the polarization of which was the highest 

ever measured [7]. The maximum in polarization is high whenever a silicate emission feature 

is detected near 11 m and may increase after an outburst. 

Wavelength dependence 

The dependence (for a fixed phase angle greater than about 30°) of the whole coma polariza-

tion upon the wavelength, P(), presents a quasi-linear trend, at least in the visible domain 

[5,8]. Some exceptions have been noticed in the innermost coma of comet 1P/Halley (see 

Fig. 1) and during some disruption events. They reveal drastic changes in the physical proper-

ties of the dust freshly ejected, possibly from the subsurface of the nucleus. 

LABORATORY AND NUMERICAL SIMULATIONS  

Constraints on the properties of the dust are provided by the above-mentioned phase 

and wavelength dependences. However, some empirical laws, documented for light scatter-

ing by surfaces (e.g. albedo - slope at inversion relation), are not necessarily acceptable for 

optically thin dust clouds; besides the uniqueness of the results through straightforward Mie 

theory is hardly proven for light scattering by irregular particles with a size parameter above 

1. Interpretation of the observed variations of the polarization thus stems from simulations 
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with so-called analogue particles, generally considered to correspond to a realistic composi-

tion and morphology of the cometary dust. 

Laboratory simulations have been initiated in the sixties, with purpose-built particles for 

microwave experiments. More recently, measurements in jet streams and steady-state gas 

flow, which provide the whole Mueller matrix at 632.8 nm and are most appropriate for 

particles below 1 µm, have been successfully performed [9]. We have, since the mid-nineties, 

developed the PROGRA2 experiment, which provides brightness and polarization measure-

ments on dust samples at 543.5 and 632.8 nm for phase angles in the 6° to 165° range, as 

reviewed in detail in [10]. Measurements are feasible on low-density clouds of particles of 

about 1 µm or much more enclosed in a vial; small or fluffy particles are lifted in N2 draught, 

while the larger or more compact particles are levitating in microgravity conditions during 

parabolic flight campaigns, in order to avoid sedimentation and orientation of the dust. A 

wide variety of samples are used, including series with one parameter changing (e.g. size of 

the grains, particles size, structure, absorption) and specific cometary analogues. As far as 

cometary measurements are concerned, excellent matches have been obtained with porous 

aggregates of sub-m (MgSiO + FeSiO + C) grains and compact Mg-silicates [e.g. 11]. 

Numerical simulations have been initiated, after the comet Halley return, of spheres 

with realistic sizes distribution or more irregular grains. More recently, numerous simulations 

have been developed with porous aggregates of grains, using DDA, T-Matrix or Ray-tracing 

codes [e.g. 12,13]. We have initiated simulations for spheroids of astronomical silicates and 

more absorbing organics and fractal aggregates thereof (BCCA & BPCA, 256 grains) leading 

to a limited number of free parameters (slope s of the size distribution as, minimal and maxi-

mal equivalent radius a, silicates/organics ratio) [14]. For comet Hale-Bopp and a fit in two 

colours, both compact and fluffy particles are required, s is about -3, a is in the 0.1-20 µm 

range and there are 40 to 65 % silicates in mass and 60 to 35% in organics. As illustrated on 

Fig. 2, there is an excellent agreement between the fits and the observational data in other 

colours [15,16].  

  

Figure 1. Changes in polarization with 

nucleus distance along Giotto trajectory 

within Halley coma, at 73° phase angle. 

Figure 2. P() data for Hale-Bopp, compared 

fits (from blue and red data) with compact 

grains and fluffy aggregates [15]. 

 

The similarities found between the conclusions of such simulations and the ground truth 

provided by Stardust samples [17] demonstrates the relevance of light-scattering observa-

tions. 
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Single-scattering properties of volcanic ash particles are evaluated theoretically using a novel
shape model for porous particles with cratery surfaces. Preliminary discrete-dipole approxi-
mation computations reveal that light scattering by the model particles produces large-scale
features comparable to the measured properties of real volcanic ash particles. The effect of
internal porosity is also investigated, and it turns out that internal porosity generally promotes
positive polarization and decreases the depolarization ratio.

INTRODUCTION

After a volcanic eruption, the smallest ash particles can remain in the atmosphere for days
to months [1], affecting the radiation balance on Earth. Airborne volcanic ash particles also
pose a major threat to aviation and would therefore be essential to distinguish and identify
by remote sensing and radar techniques.

Quantitative assessment of the radiative impact of volcanic ash clouds requires accurate
knowledge of the optical behavior of single ash particles, in size comparable to or larger
than the wavelength. Inspired by SEM images (Scanning Electron Microscope) and the
light-scattering measurements of such particles [2], we have developed a sophisticated shape
model for porous particles with vesicular surfaces. Using this model and the discrete-dipole
approximation (DDA) [3], we are able to compute the single-scattering properties of small
volcanic ash particles and study the effects of porosity on their scattering. Because the sizes
of the measured volcanic ash particles range from submicron to a few millimeters [2], DDA
cannot cover the entire range of size parameters at visible wavelengths. Nevertheless, the
measurements act as a valuable qualitative reference to which we can compare whether our
shape model seems plausible for volcanic ash in terms of scattering.

VOLCANIC ASH PARTICLES

SEM images of volcanic ash (an example in Fig. 1a) present a variety of irregular shapes which
can be roughly categorized as vesicular (hereafter porous ash particles) or non-vesicular,
depending on their composition and the way they were formed [4]. Vesicles are empty
cavities formed by gas bubbles that escape when the volcanic melt is cooled to glass. In this
work we focus on the modeling of porous ash particles.

∗Corresponding author: Hannakaisa Lindqvist (hannakaisa.lindqvist@helsinki.fi)
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Figure 1. a) SEM image of a volcanic dust particle. b) Porous model shape. c) Compact
shape.

Shape model

A shape model for porous volcanic ash particles (Fig. 1b) is constructed using the following
five steps illustrated in Fig. 2: a) creating a cluster of spheres, b) calculating the concave hull
for the cluster, c) replacing the spheres with Gaussian random spheres, d) finding the volume
constrained between the Gaussian particles and the concave hull, and finally, e) peeling extra
dipoles away from the surface.

The first phase utilizes a generic ballistic clustering algorithm. The radii of the spheres
r follow a power-law distribution

n(r) =
2r1r2
r22 − r21

r−3, (1)

where r1 and r2 are the minimum and maximum radii, respectively. Our sample shape in
Fig. 1b is made using 200 spheres and r2 = 2r1. In the second phase, a generating sphere
of radius rg is rolled around the particle: the inner surface formed by the sphere defines
the concave hull, as explained in more detail by [5]. Here we have set rg = r2. After this,
the spheres of the ballistic cluster are replaced with Gaussian random spheres, which are
statistically deformed spheres fully defined by two parameters: the standard deviation of
radial distance σ and the power-law index ν [6], in these studies set to σ = 0.2 and ν = 4.0.
The porous particle itself is then composed of the volume in between the Gaussian random
spheres and the concave hull. A compact version of the particle can be created by filling the
cavities occupied by air. Finally, unnatural overhangs are reduced by flaying and smoothing
the particle several times. In the case of porous particles, this procedure also exposes the
internal structure and results in random-sized and shaped craters on the surface, as depicted
in Fig. 1b. Next to it, Fig. 1c shows the compact version of the shape. The packing density
of the porous shape is 0.77 when compared to the compact particle.

PRELIMINARY RESULTS

Light scattering by small volcanic ash particles is computed using DDA. While assessing the
impact of porosity on scattering, the dimensions of the particle are kept constant. For the
compact shape, the equal-volume-sphere size parameters are in these preliminary studies set
to xeq = 4 and 8. Since the measured refractive indices of different volcanic ash samples
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Figure 2. A two-dimensional sketch on the shape model for porous volcanic ash particles.
The phases are explained in the text.

vary, as reviewed in [2], we use m = 1.6 + 0.001i that has real and imaginary parts some-
what higher than plain silicates to roughly account for possible absorbing constituents in the
samples. The DDA computations are averaged over 242 orientations to mimic randomly
oriented particles.
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Figure 3. Light scattering results for porous and compact particles with x = 4 and 8. The
porous shape acts as a model for small volcanic ash particles.

The first results presented in Fig. 3 show that porosity does affect light scattering, for
example by promoting positive degree of linear polarization on intermediate scattering an-
gles and decreasing depolarization ratio from 100 degrees scattering angle to backscattering.
The effects of porosity on scattering are dependent on whether the outer dimensions or
the volume of the particle are kept constant during the study. This makes it challenging to
unambiguously distinguish the origin of the discrepancies in scattering. We will look into
this by analysing the size dependency of scattering for both particle types and by comparing
the size-integrated results. Also, particles with another type of porosity will be taken into
account by simulating a shape with fewer but larger holes in the material.

Considering the modeling of the measured optical properties of volcanic ash presented
in [2], the results of the porous particles are qualitatively encouraging: the large-scale charac-
teristics of the measurements, including featureless sidescattering in intensity and generally
positive polarization, are seen especially in the case of the larger porous particles. Although
the results presented here for intensity, degree of linear polarization, and depolarization ra-
tio show smaller-scale variations that are not seen in the measurements, it is expected that
these deviations will disappear when calculating the scattering properties of an ensemble of
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model particles. Next, the study will be continued further by averaging the scattering results
obtained for several sizes and different sample shapes.
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Ice crystal classificaƟon based on silhoueƩes
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An automatic classification system for ice crystals is being developed based on shape param-
eters derived from crystal silhouette perimeters. As a test set, we use a small sample of crystal
silhouettes captured by a cloud particle imager in cirrus clouds. Preliminary results show that
the chosen parameters are suitable for separating single and aggregate crystals, and further,
dividing these into plates, plate aggregates, single rosettes, and rosette aggregates. Columns
and bullets remain as one unseparated group. The results are encouraging for future studies
on larger observational data sets, but also offer a method for testing ice-crystal shape models
against images of real ice crystals.

INTRODUCTION
Tropospheric cirrus clouds have a considerable effect on the radiation balance of the Earth.
The radiative impact depends largely on the single-scattering properties of individual ice crys-
tals, which in turn depend on the sizes and shapes, i.e. habits, of the crystals. This makes
determining the habit distribution a critical factor for assessing ice-cloud radiative impacts.
Since these clouds are found in 6-10 km height, observing single ice crystals is challenging
and usually carried out using a cloud particle imager (CPI) attached to an airplane. CPI
images reveal that large ice crystals possess shapes varying from single hexagonal columns,
bullets, and plates to regular and irregular aggregates of these crystals [1]. The presence
and proportion of each shape in an ice cloud depend on the prevailing meteorological con-
ditions and, therefore, may vary between clouds. With an automatic classification system,
the ice-crystal shape distribution of a cirrus cloud can be obtained efficiently. Classifica-
tion also reveals valuable information on the ratio of cross-sectional area to the maximum
dimension of the crystals: maximum dimension is used for defining crystal size; whereas,
cross-sectional area determines the extinction cross section, a key parameter in radiative
transfer considerations.

SILHOUETTE SHAPE CLASSIFICATION
CPI images of ice crystals present, in fact, silhouettes of crystals, as demonstrated in Fig. 1.
They are taken by illuminating the crystal with a laser beam while the crystal is located in
between the camera and the light source. Interpretation of silhouettes is challenging because
three-dimensional shapes of real ice crystals cannot be unambiguously derived from CPI
images without assumptions. For instance, single columns, bullets, and plates can produce
exactly similar silhouettes when photographed directly from the top. Other complicating
issues are the limited resolution and laser diffraction patterns on the images.

First step in the classification is to detach the perimeters of the crystals from the CPI
images. Then, the extracted perimeters of crystals are discretized into 360 points using

*Corresponding author: Hannakaisa Lindqvist (hannakaisa.lindqvist@helsinki.fi)
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Figure 1. Sample ice crystal silhouettes. From top row to bottom: bullets, columns, plates,
plate aggregates, column or bullet rosette aggregates, and column or bullet rosettes.

cubic splines so that the distance of two adjacent points along the perimeter is constant.
The total length of the perimeter is then normalized to 360 degrees. This allows us to
define an invariant angle γ, which corresponds to a certain proportion of the entire length
of the perimeter, for instance γ = 90 degrees equals to 25 % of the total length of the
perimeter. Angles are measured along the perimeter because this simplifies the treatment of
non-starlike silhouettes.

In the next phase, certain shape parameters are calculated from the perimeter. The
chosen parameters characterize the crystals in different ways and can be, therefore, useful in
classification. The parameters considered are the following:

� Ratio A of the area inside the perimeter to the area of the convex hull.

� Aspect ratio. This is calculated as the ratio of the maximum length between two
perimeter points to the maximum perpendicular width.

� RatioR of the original length of the perimeter squared to the area inside the perimeter.

� Average of the length of the line segment d̄(γ) and its autocovariance cov(d(γ, φ))
(cf. [2]): d(γ) is the distance of two perimeter points separated by an invariant angle
γ, d̄(γ) is the average over the perimeter, and cov(d(γ, φ)) measures the correlation
of two line segment lengths separated by an invariant angle φ. Here we have used
γ = 30, 90, and 180 degrees, and φ = 0, 30, 90, and 180 degrees for the invariant
angles, which results in 15 parameters.
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� Average of the angle between the surface normal vectors ᾱ(γ) and its autocovariance
cov(α(γ, φ)): α(γ) is the anglemeasured between two surface normals of the perime-
ter points separated by γ. The invariant angles have values of γ = 5, 10, 30, 90, and
180 degrees, and φ = 0, 10, 30, 90, and 180 degrees, which leads to 30 parameters.

The classification itself includes two phases: first, we divide the crystals into compact
and aggregate particles and then do the classification separately for both types. Compact
and aggregate particles are separated according to parameter A, since it is equal or close to
unity when considering compact crystal shapes, i.e. single plates, columns, or bullets. Thus,
the value for compact particles is set toA ≥ 0.95; other shapes are considered as aggregates.

In the second classification phase, we utilize different parameters for compact and aggre-
gate crystals. Compact crystals are characterized by aspect ratio and parameter R; whereas
for aggregates, we useA, aspect ratio, d̄, cov(d), ᾱ, and cov(α). Then, principal components
analysis (PCA) is applied to the parameters to better distinguish the differences between the
crystal properties. PCA transforms the input data vectors to a coordinate system where
most of the information included in the input parameters is shown in fewer dimensions,
defined by the most significant principal components. The outcome of PCA can then be
used as a basis for classification.

PRELIMINARY RESULTS
As a test set we use altogether 60 CPI images, including both single and aggregated bullet,
column, and plate crystals, 10 of each as shown in Fig. 1 on separate rows. The crystals in
the images are identifiable and yet representative of their class, for instance the images of
bullets and columns show varying aspect ratios and orientations.

The first results of the silhouette classification reveal that the division into compact and
aggregate crystals based on the criterionA ≥ 0.95 works perfectly for this test set, resulting
in 30 compact and 30 aggregate crystals. For these separate groups, further results of the
classification utilizing PCA are presented in Fig. 2, which shows the crystals in the coordinate
system of the two most significant principal components of each data set. In the case of
compact shapes, the plate-like crystals form a very dense group easy to identify; whereas, the
bullets and columns tend to overlap. This means that the chosen parameters are not ideal
for separating these two types of shapes. Also, some of the column-like crystals are close
to the plates, which can be explained by looking at the test images: the columns with small
aspect ratios do resemble the shape of the plate crystals in reality, as well.

The aggregate crystals divide into three distinguishable areas in the principal compo-
nents space. According to Fig. 2, the single rosettes form a dense group indicating that the
chosen parameters yield quite similar results to the rosettes, regardless of the observable
differences among the silhouettes. This seems to apply to the rosette aggregates, as well.
The plate aggregates, however, are distributed more widely. This can be due to the large
variation in the number of the plates in the aggregates, which could be a useful feature in
further classification and shape analyses.

CONCLUSION
The novel classification system for ice-crystal silhouettes proves to be efficient in separating
the crystals of the test set: only single bullets and columns remain inseparable with the
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Figure 2. Compact (left) and aggregate (right) ice crystals in a coordinate system of two
most significant principal components. For compact crystals, the squares, circles, and dia-
monds correspond to bullets, columns, and plates, and in the case of aggregate crystals, to
plate aggregates, rosette aggregates, and single rosettes, respectively.

shape parameters used here. The next steps of the study are to develop new and improve
the existing parameters used in PCA, and to apply an algorithm for classifying the PCA
results automatically, for instance the nearest neighbor –algorithm. With this, the statistical
reliability of the classification results can be assessed. Moreover, the classification needs to
be tested for a larger data set that includes more irregularly shaped crystals. Applying the
classification tool to the crystal silhouettes previously classified as irregulars or unclassifiable,
can indeed reveal interesting common features among the crystals.

In addition to real CPI data, the classification system presented here can be applied
to simulated crystal shapes. By generating synthetic silhouettes from model crystals and
deriving the shape parameters it is possible to verify that model shapes statistically resemble
the corresponding, real ice crystal shapes.

Finally, an intriguing and relevant question is that how do the single-scattering prop-
erties change between the classes and whether there is notable variation in the scattering
characteristics inside a class. For this study, the models for ice crystals need to be improved
to obtain a wider and more realistic view on the collection of shapes of naturally occurring
ice crystals.
Acknowledgments: The authors wish to acknowledge Greg McFarquhar for providing
the CPI data, Hanne Hakkarainen and Risto Makkonen for their contributions in ice-crystal
image processing, and Antti Penttil̈a for advice in statistical matters. This work has been
funded by the Academy of Finland (contracts 125180 and 127461).
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Light scattering by a disperse layer of closely packed two-
layered spherical particles  
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Light scattering by a layer of closely packed two-layered non-absorbing spherical particles 

(core-shell particles) is investigated. The interference approximation is used to take into 

account collective scattering effects. The darkening effect and spectral dependence of the 

scattering coefficient are considered under this approximation.  

INTRODUCTION 

Light scattering by natural and artificial media with a high concentration of particles has 

drawn the attention of researchers recently [1]. For a strict description of scattering in densely 

packed media it is necessary to use the theory of multiple scattering of waves (MSW) [2]. 

Because of the complexity and cumbersomeness of the mathematical apparatus of the 

MSW theory, complete solutions are obtained in rare instances. The effects caused by 

ordered arrangements of optically soft particles in large concentrations are referred to such 

instances. In the present work the interference approximation is used to study light scattering 

by a system of spherical particles of the core-shell type. 

ELEMENTARY VOLUME CHARACTERISTICS FOR A MEDIUM WITH SPHERICAL 
PARTICLES  

In accordance with the interference approximation, expressions for differential scattering and 

extinction coefficients for a medium consisting of identical spherical particles can be written 

in the form:  

 ),()()( 30 wSpw llh   , (1) 

 uw lh 0  , (2) 

  uw lllh 000   , (3) 

 



0

3 sin),()( dwSpu l , (4) 

                                                      
* Corresponding author: Valery Loiko (loiko@dragon.bas-net.by)  
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where w = Nv/V  is the volume concentration of the particles; N  is the number of particles 

with volume 
34

3
v R , contained in volume V of the medium;  R is the particle radius; 

h() is the differential scattering coefficient of a medium with a volume concentration w of 

particles;  is the scattering angle;0l = s/v; 0l = 0l + 0l = e/v; va0 ; a , s  

and e  are the absorption, scattering and extinction  cross sections of an individual particle; 

and ( )lp   is the phase function of an individual particle normalised by the condition  

 




0

1sin)( dpl . 

The structure factor S3(,w) takes into account the effect of light interference occurring 

in a system of correlated particles:  

 drr
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0
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

  . (5) 

Here n is the number of particles in the unit volume; g(r,w) is the radial distribution function 

characterizing the spatial arrangement of particles, z = 4xsin/2. 

For a system with a hard sphere potential, the structure factor can be calculated under 

the Percus-Yevick approximation [3,4]:  
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Thus the optical properties of the medium of closely packed particles are defined by the 

phase function of a separate particle ( )lp   and the structure factor 3( , )S w . To calculate 

scattering characteristics of particles, the algorithms described in [5] were used. 
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CHARACTERIZATION OF ENSEMBLE OF SPHERICAL HOMOGENEOUS PAR-
TICLES AND ENSEMBLE OF TWO-LAYERED SPHERICAL PARTICLES  

The deviation of parameter u from unity characterises the degree of particles interaction.  For 

spherical homogeneous particles, increasing the concentration decreases the value u mono-

tonically. The spectral dependence of parameter u is not monotonic. The dependence of 

parameter u on relative wavelength r R   and concentration of homogeneous spherical 

particles with refractive index n0 = 1.1 is presented in Fig.1.  As seen from the figure, the 

spectral dependence has a maximum in the range r = 3 – 5 which shifts to small wave-

lengths with increase of particles concentration. The magnitude of maximum increases as 

well.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Dependence of   ,u R w  for homogeneous particles. Radius of particle  

R=0.3 µm, relative refractive index of particle  n0 = 1.1. 

 
The intensity of the forward-scattered light decreases with increasing volume concentra-

tion w.  In the case of large concentrations of particles, the phase function has a characteristic 

maximum at non-zero scattering angles.  The position of such a maximum is shifted to larger 

angles with increasing volume concentration w and to smaller angles with increasing size of 

particles. At some values of particle concentration the asymmetry parameter 






1

1

)(  dpg   can be less or equal to zero. 

For a medium containing two-layered particles, the dependence of  ,u R w  differs 

essentially from that displayed above for ensembles of homogeneous particles.  Values of 

parameter u can be more than 1 at certain ratios of refractive indices of core and shell even at 

small volume concentration. They attain magnitude 2.5 (see Fig. 2) at volume concentration 

w = 0.6.  Simulations reveal that the asymmetry parameter attains essentially smaller negative 

values, than in the case of homogeneous particles.  
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Figure 2. Dependence of  
 ,u R w

 for ensemble of two-layered particles. Radius of 

core Rc = 0.18 µm, refractive index of core nc = 1.10843, radius of shell R = 0.3 µm, refrac-

tive index of shell n=0.96364. 

CONCLUSION 

Light scattering from a layer with closely packed homogeneous and two-layered spherical, 

non-absorbing particles has been investigated. To model light scattering, the interference 

approximation and algorithms for light scattering by homogeneous and two-layered particles 

were used. Simulations disclosed that in a layer of two-layered particles the darkening effect 

(the optical thickness increasing with the volume concentration) can be implemented. This 

effect is considered in the details. The developed model can be used to describe the light 

scattering in liquated glasses, porous glasses and structures, etc. 
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Interaction of nanoparticles on a substrate with an AFM 
probe: DDA-SI formulation  

V. L. Y. Loke*and M. P. Mengüç 
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Motivated by the need for a modeling tool for nanostructures interacting with a substrate and 

an AFM probe, we developed a MATLAB implementation of the discrete dipole approxima-

tion with surface interactions (DDA-SI). The method is applied to investigate the near-field 

coupling between particles on the surface and an AFM probe. The results presented here ex-

plore the effects of a number of physical, geometrical and material properties that can eventual-

ly assist nanolithography, particularly in defining the parameters for nano-writing.  

INTRODUCTION 

Atomic force microscopes (AFMs) are used to image surfaces with nanometric structures. 

They can also be used as nanolithographic tools, i.e., to write on a surface by means of melt-

ing nanoparticles or the substrate itself [1]. Following from our initial work with free-space-

dependent scattering formulations presented for two-particle [2,3] and particle-probe [4] 

systems, we study the field intensity profiles resulting from near-field coupling of a system 

comprising an AFM probe, a particle and a surface (Fig 1).  

 
Figure 1. Dipole model of an AFM probe and a particle on a surface. The incident TM plane 

wave from below the surface is internally reflected; an evanescent wave exists above the sur-

face. The darkness of each dipole is plotted proportionally to the field intensity.   

 

                                                      
* Corresponding author: Vincent L. Y. Loke (Vincent.Loke@ozyegin.edu.tr)  
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Our model is based on the discrete dipole approximation (DDA) [5, 6] and its subse-

quent development that account for surface interactions (Fig. 2). The model does not ac-

count for the effect of radiative emission but it is part of the scope of our ongoing develop-

ment to account for all relevant phenomena in AFM nano-engineering.  

 
Figure 2. Direct and reflected dipole interactions. 

MODELING METHODOLOGY 

DDA is widely used to model light scattering from arbitrarily shaped mesoscopic and nanos-

cale objects in free space. DDA has also been extended to include surface effects of a homo-

geneous substrate (as per DDSURF [7]) and later for filmed surfaces (DDFILM [8]); our 

MATLAB implementation is called DDA-SI. The surface interaction involves decomposing 

spherical waves into cylindrical and planar components [9] which expand in parallel and per-

pendicular to the surface respectively (Fig. 3); the latter is multiplied by Fresnel reflection 

coefficients, accounting for the fraction of light reflecting of the plane surface.  

 

 
Figure 3. The spherical wave decomposed into cylindrical and planar components. 

 

The system of equations, whose derivation is explained in [7,9], is 
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where the terms jkj k GB
2

0 are equivalent to the free-space interaction matrix jkA defined 

in [6] and the other terms account for surface reflection interaction [7]; jB  is the reciprocal 

of the dipole polarizability [6], jkG is the dyadic Green’s function of the electric field from a 

radiating dipole, jkS contains the essential integrals which comprise Bessel or Hankel func-

tions, evaluated using contour integrals [9] and jkI ,G is the image dyadic Green’s function of 

the field from an image dipole [7]. The linear equations are solved using the generalized mi-

nimal residual method (gmres function in MATLAB). 

RESULTS AND DISCUSSION 

(a)  (b)  

Figure 4. Field intensity of the 32 dipoles that make up a sphere on the surface as a function 

of the AFM probe a) shaft length, L (const. d=2 nm) b) vertical separation, d, between the tip 

and sphere (const. L=60 nm). In both cases, D=20, D1=20 and D2=50 nm. 

 

The MATLAB implementation of the Sommerfeld Identities was tested against that of [9] 

which was written in FORTRAN, and the DDA-SI implementation was benchmarked 

against [10]. Satisfied with the results, we modeled the AFM probe configuration in Fig. 1, 

illuminated with either TE or TM polarized evanescent waves above the surface. The TE 

wave has just a component in the x-direction; whereas, the TM wave has both y and z com-

ponents. As expected, the coupling is stronger in the latter case, which has contributions 

from the vertical component of the incident evanescent field. The results of the dipole field 

intensities are shown in Fig 4 and Fig. 5. 

Fig. 4a shows the effect of the shaft length on the field intensity; as the shaft gets longer, 

the reflective effects from the flat top of the truncated shaft, peaking at around L=60 nm, 

diminishes. However, the effect of the truncated shaft can be exploited to increase near-field 

coupling. Varying the separation between the AFM probe tip and the particle, we see that the 

field intensity peaks at d = 1 nm (Fig. 4b). Fig. 5 shows that, for a particular AFM probe-tip 

separation, there is a corresponding resonance frequency. We continue to investigate the 

coupling dependence on other parameters and with multi-particle configurations. Although 

other physical phenomena such as radiative transfer, emission and perhaps Casimir and opti-



Helsinki 2010 V. Loke & M. P. Mengüç DDA-SI Formulation 

 

 137 

 

cal forces need to be considered in order to attain a complete model, the field intensity in the 

material is a major factor for determining the parameters for melting a particle onto a sub-

strate, e.g., in the nano-writing process. 

 
Figure 5. Resonance effect of the AFM probe at a given tip and particle separation. 
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Ahigh-numerical-aperture objective used for imaging can be represented by a T-matrix. Thus,
it is possible to model the imaging of complex objects that can be themselves modelling using
the T-matrix method. Polarization filtering can be included.

INTRODUCTION

The imaging of microscopic objects is a commonly performed optical task using a standard
optical instrument, the optical microscope. An elementary treatment of microscopy is in-
cluded in the typical optics course or textbook, so it would be reasonable to assume that the
calculation or modelling of image formation is straightforward. However, the usual treat-
ment of the problem is based on a number of simplifying assumptions, such as the paraxial
and scalar approximations [1]. While it is possible to reduce the number of approximations,
for example by using nonparaxial 3D vectorial transfer functions [2], the treatment of com-
plex objects, where multiple scattering within the object being imaged is important, such
as will be the case for thick objects, or polarization effects are important, remains an out-
standing problem, especially for high-numerical-aperture imaging (e.g., beyond NA ≈ 1 for
water- or oil-immersion objectives, or NA ≈ 0.75 in air).

We will consider a simple treatment of high-numerical-aperture vectorial imaging, with
full polarization effects, of an arbitrary complex object. We will assume that an existing
method can be used for calculating the field scattered from the object of interest, at an
arbitrary point in space. We will assume that this information is available in the form of a
T-matrix of the object; in principle, this can be obtained using whatever method of choice
is used for the actual scattering calculation [3, 4].

Note that knowledge of the scattered field does not immediately allow us to determine
the image captured by the objective lens of a microscope, which has a limited field of view
and is focused on a given horizontal plane that intersects the particle. It is necessary to
first determine what part of the scattered field of the object being imaged is collected and
focussed. Here, we present a method, using the T-matrix formulation, for reproducing the
image seen through a high numerical aperture microscope imaging system, motivated by our
recent experimental work on polarization imaging of microscopic vaterite spherulites [5].

METHOD

The fields of the incident (Einc) and scattered (Esca) light for an illuminated particle can be
represented in terms of vector spherical wave functions (VSWFs) [6, 3, 4, 7]:

∗Corresponding author: Timo Nieminen (timo@physics.uq.edu.au)
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Einc =

∞∑
n=1

n∑
m=−n

anmM(3)
nm(kr) + bnmN(3)

nm(kr), (1)

Esca =

∞∑
n=1

n∑
m=−n

pnmM(1)
nm(kr) + qnmN(1)

nm(kr). (2)

where M(3)
nm and N

(3)
nm are regular VSWFs, M(1)

nm and N
(1)
nm are the outward-propagating

VSWFs, n andm are radial and azimuthal mode indices respectively and the coefficients of
the incident and scattered fields are related by the T-matrix [6, 3, 4]:[

pnm
qnm

]
= T

[
anm
bnm

]
. (3)

The light scattering properties of the particle, for a given wavelength, are expressed in the
T-matrix.

The same formalism can be used to represent the effect of the imaging objective. In
this case, our coefficients anm and bnm are the coefficients of the total outgoing field from
the object (that is, the sum of the outgoing portion of the incident field, which could, for
example, be a plane wave or a focussed beam, and the scattered field), and pnm and qnm are
the part of this outgoing field collected by the objective.

Firstly, we calculate the scattering coefficient as per the canonical T-matrix method using
(3). We used the T-matrix for the object (here, this is a vaterite sphere, and we calculate the
T-matrix using a hybrid FDTD/T-matrix method [8]).

We then cycle through all the azimuthal and radial modes (m and n) incident on the
objective, one at a time, finding the spherical wave spectrum of the collected field using
over-determined least-squares point-matching [3]. The objective is in the far-field of the
light from the object, and the only parameter needed to represent the objective is the angles
over which light enters (determined from the numerical aperture). The size of the region
being viewed determines the series truncation: n = Nmax ≈ x, where x is the ''size
parameter'' or the viewed area. The effective radius of this area is that, measured from the
focal point of the objective, required to enclose the object. For a sub-resolution object,
the resolution limit should be used as the effective size. Each iteration yields a column of
the T-matrix describing the objective. For a simple rotationally symmetric objective, there
will be no coupling to different values of m, as usual for the T-matrix for axisymmetric
objects [6, 3, 9].

If a polarizer is included in the objective system, e.g., for viewing a sample through
crossed polarizers, there will be coupling between different angular momenta, and the usual
optimisation for axisymmetric particles can no longer be used. However, this coupling is
highly restricted, and only a limited subset of angular momenta are available, so it is still
possible to optimise this calculation, as described in the following section.

In effect, we use a double T-matrix method, involving using the pre-calculated T-matrix
of the scatterer in free space, and a T-matrix representing the effect of the objective (and
polarizer, if included). The T-matrix for the objective does not depend on the object being
imaged, and can be calculated independently, and the same T-matrix used for the imaging
of a variety of objects.
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Effect of polarizer
The VSWFs expansions used in (1) and (2) to represent the electromagnetic fields are in
spherical polar coordinates. The filter can be represented as a matrix applied to the outgoing
field, in spherical coordinates. The radial component (Er) can be ignored as it approaches
zero in far-field; thus, the filter matrix dimensions will be 2 × 2. For our derivation of the
filter matrix, the beam is linearly polarized in the x-direction and propagates in the +z-
direction. The cross-polarization filter sits flat on the horizontal plane and it filters out the
y-component of the E-field.

E
φ
sph

E
φ
cyl

E
θ
sph

E
 r
cyl

Figure 1. Projecting the E-field vectors from the spherical to the cylindrical coordinate
system.

Consider the x-component of the filtered E-field expressed in cylindrical coordinates,

Ex = E(cyl)
r cosϕcyl −E

(cyl)
ϕ sinϕcyl, (4)

andEy = 0. Since the fields are calculated in spherical coordinates, we project the spherical
components onto the cylindrical plane (figure 1) such that E(sph)

ϕ → E
(cyl)
θ and E

(sph)
θ →

E
(cyl)
r , when substituted in (4), the field components expressed in spherical coordinates and

in matrix form is [
Ex

0

]
=

[
cosϕ − sinϕ
0 0

] [
Eθ

Eϕ

]
, (5)

bearing in mind that ϕsph = ϕcyl. Now, converting back to spherical coordinates,[
E′

θ

E′
ϕ

]
=

[
cosϕ sinϕ
− sinϕ cosϕ

] [
cosϕ − sinϕ
0 0

] [
Eθ

Eϕ

]
, (6)

we obtain the filter matrix in the spherical coordinate system,[
E′

θ

E′
ϕ

]
=

[
cos2 ϕ − cosϕ sinϕ

− cosϕ sinϕ sin2 ϕ

] [
Eθ

Eϕ

]
. (7)

RESULTS AND DISCUSSION

The method was tested using an object composed of four square slabs, shown on the left
in figure 2, with resolution consistent with the Rayleigh criterion and polarization effects.
On the right, figure 2 shows calculated images of a vaterite microsphere compared with
experimental results [5].
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Figure 2. Left: Imaging of four square objects. Squares in the top row are 0.4λ across, and
in the bottom row, 1λ. The illumination plane-polarized in the up--down direction in the
left column, and circularly polarized on the right. Right: Experimental (top) and calculated
(bottom) images of vaterite microspheres as seen through crossed polarizers.

Overall, it can be seen that the method works, even for complex objects that strongly
affect the polarization of the light. By exploiting the mirror symmetry of the polarizer when
solving the linear system resulting from the point-matching, the calculation of the T-matrix
of the imaging system took a matter of minutes on a high-end desktop PC.

Although it is possible to include interaction (i.e., multiple scattering) between the ob-
jective and the object, e.g., iteratively, we have not done so here since the large distance
between them, and the design of the objective to limit reflection (or back-scattering) makes
this unnecessary for imaging applications.
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Light scattering by dust particles in the solar system with 
assessments of both direct and inverse problems 

K. Lumme* 

Department of Physics, University of Helsinki, P.O. Box 64, FI-00014 Finland. 

We analyze both the intensity and linear polarization of cosmic dust particles by using the 

physically exact fixed cluster T-matrix method for aggregates of spheres and DDA for aggre-

gates of Gaussian random spheres. We study both the spherical geometry (in cometary comae) 

and cylindrical slabs (for regoliths) up to 1024 monomers with size parameters less than ~3. It 

is straightforward to produce the observed linear polarization in both geometries while the 

typically convex opposition spike seems to require the regolith geometry. 

INTRODUCTION 

The nonlinear brightening and linear polarization, particularly the negative branch, close to 

the opposition geometry of a large number of atmosphereless bodies in the solar system are 

issues which have been known for decades. The quantitative explanation with measurable 

physical parameters is lacking to a rather large extent. The coherent backscattering (CB) me-

chanism seems to be the leading factor at small phase angles α, because CB simultaneously 

explains both the increase of the brightness and the negative branch. However, the actual 

shape of the brightness increase still needs some clarification. In most cases the observed 

shape is convex (second derivative positive at α=0º, while almost all the existing computa-

tions of CB with various aggregate parameters produce concave shapes. 

Often some adjustable parameters that produce nice formal fits to the data are assumed 

without any real physical meaning. These solutions are rarely unique. Because of the com-

plexity of the problem the real inversion at this point seems rather hopeless. We can, howev-

er, find reasonable constraints for some of the key parameters. 

AGGREGATE GEOMETRIES 

We assume for all the aggregates that every monomer has a touching neighbor. This does not 

need to be actually true because some electrostatic forces can produce some separation. Our 

computations show that if the separation is less than about 10% of the radii the results are 

fairly insensitive to this. The key parameters in our aggregates are: the size and size distribu-

tion of the monomers, the particle packing algorithm and the packing density pD. The best 

source to evaluate some of these are several images of the cosmic dust particles (CDP) on the 

internet with the accurate scale bars. From these images we have been able to conclude that 

the monomers are rather round. The radii r  seem to lay in the interval from 0.08 µm to 0.22 
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µm and the size distribution is rather close to a lognormal distribution. Naturally we must 

take this information with a special caution if applied to the whole population of the CDPs. 

We first consider packing of spheres with an arbitrary size distribution. A popular pack-

ing code for aggregates is either the ballistic particle-cluster aggregation (PC) or the ballistic 

cluster-cluster aggregation (CC). The PC code produces aggregates with roughly the same 

pD. The other code we have used randomly selects a monomer from a binomial distribution. 

Here we insert a new one as a touching neighbor if it does not intersect the others. With one 

parameter we can create quite different pDs. To estimate quantitatively pD we need a refer-

ence volume. This volume is often taken as a sphere with a minimum radius that confines all 

the packed monomers. This is not a good choice because it underestimates pD for elongated 

aggregates. Instead, we use the convex hull (CH) for which ready codes exist on the internet. 

For nonspherical monomers we can pack general ellipsoids, standard and spherocylin-

ders, Gaussian random spheres (GRS) and convex polyhedra. For these monomers the pa-

rameter space increases considerably and systematical light-scattering studies have to wait. 

LIGHT SCATTERING METHODS 

There are two widely used methods to do light scattering of aggregates. First, the superposi-

tion T matrix (CTM) [1] and, second, some of the several versions of the discrete dipole 

approximation (DDA) [2] are used. The original CTM uses an analytical orientation averaging 

but as recently shown [3], the fixed orientation technique (FCTM) deserves some obvious 

benefits over the standard CTM. Particularly, with this version, the number of monomers 

can be greatly increased. A highly efficient numerical integration technique which suits both 

the CTM and the DDA methods, called cubature, was recently found by Penttilä [4]. 

Both CTM and DDA have their pros and cons. If very accurate results are required 

close to the backscattering then the CTM method is superior. If the monomer shape is of key 

importance then, of course, the DDA method is the only possibility. Also, if we are interes-

ted in a large number n of rather small spherical monomers, then DDA is the only choice. 

LIGHT SCATTERING BY COMETARY DUST 

The cometary dust particles have been modeled by PC and CC aggregates. The number of 

free parameters even with some simplifying assumptions is so large that a unique inversion of 

the good observational polarization data in the interval 0º<α<120º is quite impossible. 

We have scanned the realistic range of the real part mR of the refractive index in the 

range from 1.5 to 1.8. The imaginary part mI seems to have a small effect if it is less than 

about 0.01. Only as an exercise, we have studied two models based on the PC and CC geo-

metries (Fig. 1). In the former we assume a collection of aggregates of 256 equal-sized mo-

nomers and numerically integrate the results in the range 0.75<x<2.5 where x is the size 

parameter and follows a power law with one parameter γ. Assuming mI =0.01 leaves only γ 

and mR to be solved. A very extensive data collection for cometary polarization is provided 
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with the Database of comet polarimetry*. Of these the data in the red filter is most extensive and 

can be used to obtain the two free parameters. We can see that the fit is very good indeed 

and the free parameters come out as mR=1.68 and γ=2.73. The same kind of fits can also be 

done to the data in different colors. 

The other case we studied is a CC aggregate (Fig. 1). We assumed 16 sub-clusters with 

32 equal-sized monomers in each. The 16 values for the radii were taken randomly from a 

power law in the same range as above. We used eight realizations and took the mean of 

those. This model leaves only one parameter, mR, to be determined for which we got 1.63. 

The fit is also very good. These exercises clearly indicate how difficult it is to obtain unique 

solutions. 

To see the effect of nonsphericity on the results we have packed 128 lognormally distri-

buted monomer GRSs with our code and used DDA with the cubature orientation averaging 

to compute an example. In Fig. 2 we compare these results to those of a PC aggregate with 

spherical monomers. We assumed here that mR =1.6, mI =0.01. 

 
Figure 1. Intensities and polarizations are computed of PC (top left) and CC (top right) 

aggregates and compared to the red filter data of cometary polarization. For details, see text. 

LIGHT SCATTERING BY REGOLITHS 

With current methods it is impossible to model the horizontally very large regoliths. We do 

this approximately by using cylindrical slabs with the size parameter radius Rx>>1 using 

FCTM in the range 0º<α<20º. One of our exercises is shown in Fig. 3. We integrate the 

computations over the angle of incidence i in the range 0º<i<20º. Comparison to a PC ag-

gregate with equal constituents shows that the intensity spike is stronger for the slab, al-

                                                      
* Available on the internet at the Small Bodies Node (http://sbn.pds.nasa.gov/). 
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though not yet clearly convex as required by observed data. The linear polarization is more 

asymmetric than those of the PC results. 

With DDA code ADDA it is possible to analyze slabs up to Rx ~100 and height Hx ~20 

which we will do in near future. We think that the regolith structure could best be described 

as random heterogeneous medium in submicron scale where CB is mainly responsible for the 

intensity and polarization behavior at the small phase angle observations. The sub millimeter 

scale can still cause some effects due to the mutual shadowing and surface roughness. 

 

 
Figure 2. Normalized intensities and linear polarization are shown for PC aggregates of log-

normally distributed spherical 128 monomers (not shown) and Gaussian spheres (GS). 

 

 
Figure 3. Normalized intensities and linear polarization for a PC aggregate and an extended 

cylindrical slab to model a regolith. In both cases we have equal sized monomers of x=1.75 

and m=1.6+ i 0.001. The radius (in size parameters) of the slab is 53 and the height 20. Note 

particularly a stronger opposition spike and more asymmetric negative polarization. 
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T -matrix approach to calculaƟng circular polarizaƟon
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Optical activity is a typical property of the biological materials where left-handed aminoacids
and right-handed carbohydrates dominate (so called homochirality). Observationally, op-
tically active materials reveal themselves through the circular polarization in the light they
scatter. Thus, circular polarization produced by the optically active particles can serve as a
biomarker. This and other applications stimulated a development of the T -matrix code pre-
sented in this paper. It allows us to calculate the scattering matrix, and, specifically circular
polarization, of the light scattered by aggregated optically active particles. The code can be
used for modeling the light scattering by biological objects (e.g., colonies of bacteria, blood
cells) and for interpretation of the circular polarization produced by the cosmic dust that
contains (pre)biological organic molecules, e.g., comet dust or planetary aerosols.

INTRODUCTION

Many complex organic molecules exist in two forms that are identical except that they pose
chirality, i.e., are mirror images of each other. A unique characteristic of life is the homochi-
rality of biological molecules, i.e., predominance of one of the mirror forms of the organic
molecules. This characteristic may be manifested on a macroscopic scale through the opti-
cal activity of the chiral molecules and, hence, the presence of circular polarization (CP) in
the light they scatter. Recently a unique set of data on circular polarization in comets has
been accumulated [1]. Characteristics of the cometary CP, specifically a domination of the
left-handed polarization in all observed comets, favor the idea that this is evidence of ho-
mochiral organics in comet dust similar to that found in meteorites. We have also explored
remote-sensing capabilities of circular polarization in the laboratory, studying light scattering
from astrobiologically relevant micro-organisms and setting these in the context of abiotic
minerals [2]. We have found a dependence of the CP on the dichroism of the materials that
results in greater circular polarization in absorption bands.

Theoretical and computational tools are needed to confirm whether the presence of
chiral organics can produce the observed characteristics of comet circular polarization and
explain the results of our laboratory measurements. A well-known solution exists for an iso-
lated, optically active sphere [3], yet a single sphere model for complex comet dust particles
or colonies of bacteria is both unrealistic and incapable of explaining recent results.

Comet dust is known to possess an aggregated structure, and such a structure is also
plausible for a variety of biological particles. To better account for the non–spherical na-

∗Corresponding author: Daniel Mackowski (mackodw@auburn.edu)

146



Helsinki 2010 D. W. Mackowski et al. T matrix for chiral aggregates

ture of such particles, we have developed a T -matrix code to predict light scattering and
absorption by aggregates of optically active spheres. We anticipate that this code will be ap-
plicable to a variety of astrobiological problems, including the search for materials containing
molecules of prebiological and biological origin in comets, planets, extrasolar planets, and
protoplanetary nebulae as well as for studying biological particles in the Earth atmosphere
and in the laboratory.

FORMULATIONOFTHET -MATRIX CODEFOROPTICALLYACTIVEMULTIPLE SPHERES

The existing T -matrix code to calculate light scattering by aggregates assumes that the
monomer particles are optically isotropic spheres [4]. However, it is relatively simple to
extend the formulation to include aggregates of optically active spheres.

As is the case for isotropic spheres, the electric fields incident on, and scattered by, an
optically active sphere can be represented by expansions of regular and outgoing vector wave
harmonics (VWH), respectively, which appear as

Einc(r) =
∑
n=1

n∑
m=−n

2∑
p=1

fmnpN
(1)
mnp(k r), (1)

Esca(r) =
∑
n=1

n∑
m=−n

2∑
p=1

amnpN
(3)
mnp(k r), (2)

in which f and a denote the incident-field and scattered-field expansion coefficients, and
(m,n, p) denote the degree, order, and mode (TM or TE) of the harmonic. Unlike the
isotropic case, however, the optically active sphere results in a coupling of TE and TM
modes between the incident and scattered field coefficients for a given harmonic order [3].
That is, the Mie relation for the active sphere appears as

amnp =
2∑

q=1

an; pq fmnq, (3)

in which the coefficients a will be functions of the sphere size parameter ka and the left and
right refractive indices.

The modified Mie relation for the active sphere can be incorporated directly into the
formulation for a cluster of Np spheres, and results in the following interaction equations
for the sphere scattering coefficients,

aimnp −
2∑

p′=1

ain;pp′

Np∑
j=1
j ̸=i

Lj∑
l=1

l∑
k=−l

2∑
q=1

H i−j
mnp′ klq a

j
klq =

2∑
p′=1

ain;pp′ f
i
mnp′ . (4)

Above,H i−j is an outgoing harmonic translation matrix, and depends solely on the distance
and direction between the origins i and j. Following the procedures developed in [4], a T
matrix for the cluster of active spheres can be obtained from the solution of the interac-
tion equations, and the orientation–averaged scattering-matrix elements can be analytically
determined from operations on the T matrix.
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TESTS AND APPLICATIONS OF THE T -MATRIX CODE FOR OPTICALLY ACTIVE AG-
GREGATES

A number of consistency checks have been applied to test the veracity of the solution for
clusters of optically active spheres. The solution identically satisfy energy conservation (ex-
tinction = absorption + scattering) and conforms to equivalent rotations of the cluster and
the incident field. In addition, the solution provides a detailed prediction of the electric field
in the near-field zones – both within and exterior to the spheres – and this can be used to
check the continuity conditions at the surfaces of the spheres. Also, for a single sphere, the
solution reduces to the solution from [3] and for isotropic material it provides the standard
multi-sphere case from [4].

The results of illustrative test calculations are presented in Fig. 1. Shown are values of the
circular polarization ratio S14/S11, as a function of scattering angle, for random–oriented
aggregates. For these calculations we set the radius of the monomers to 0.1 µm, which is typ-
ical of cometary particles [5], and the incident wavelength is λ = 0.6 µmwhich corresponds
to the comet red filter. Values of refractive index correspond to mR = 1.55 + 0.0006004i
andmL = 1.5500338+0.0006000i (R and L refering to left-handed and right-handed, re-
spectively), which are typical for the amino-acids discovered in the Murchison meteorite [6].
According to [7], the specific rotation angle for them is about 100◦, which corresponds
to a difference in refractive index for left-handed and right-handed circular polarization of
3× 10−6. In our calculations, 10 % of the material is assumed to be optically active.

Two models of aggregates are used in the calculations of Fig. 1, being a fractal–like
aggregate with Df = 1.8 and k0 = 2.2 that is characteristic of aggregates formed from
cluster–cluster diffusion processes, and clusters of spheres packed randomly and uniformly
into a spherical boundary with a volume fraction of 0.5. This latter form would correspond
to aggregates formed from evaporation of the liquid phase from droplets of liquid–solid
suspensions. Aggregates were generated using a Monte-Carlo method, and the curves rep-
resent averages of 20 different realizations of each aggregate for a fixed sphere numberNp.
To identically cancel out effects due to random L and R rotation in the aggregate structures –
and thereby focus entirely on circular polarization due to optical activity – half of these real-
izations were mirror images of the other half. Also shown in both plots are the polarization
ratios for the single monomer sphere.

The calculation results shown in Fig. 1 are not intended to fit any observational or labora-
tory data. However, we do see in them some encouraging outcomes. Specifically, the angular
change of CP for fractal aggregates (Fig. 1, left) is similar to that observed in comets [1],
namely within the range of phase angles 20−120◦ (scattering angles 160−60◦) CP increases
almost linearly. Though the values of CP are approximately one order of magnitude smaller
than the observed ones (there CP reached 0.4 % at the scattering angle 60◦), at all angles, ex-
cept the forward scattering area, the results show increase in the CP with the increase of the
number of monomers. We expect that for larger aggregates we may reach higher values of
CP. The current models of the cometary dust require domination of particles of thousands
of monomers [8]. For such large aggregates, the CP may be significantly larger.

The results for the packed sphere clusters (Fig. 1, right) also show a general increase of
CP with phase angle and with number of monomers. However, the picture is complicated by
the resonant structure of the plots. The reason the packed sphere results show the resonance
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Figure 1. Circular polarization ratios for aggregates of active spheres. Fractal like aggregate
(left), and packed–sphere clusters (right).

behavior is because the monomers are forced to fit inside a perfect sphere. This effect would
wash out if the enclosing boundary was made random, or when averages were made over
different Np.

One more interesting outcome of our computations is a strong dependence of the CP
on the structure of aggregates. It gives us a hope that the new T -matrix code can become a
tool to study the structure of cosmic dust particles and planetary aerosols as well as complex
biological objects such as cells or microorganisms.
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A T -matrix method based on a plane-wave spectrum
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A computational scheme is proposed to generate a T matrix for an arbitrarily-shaped homo-
geneous particle. The method models the internal field within the particle as a directional
spectrum of plane waves. A system of equations for the plane-wave coefficients is obtained
by application of the model to a discrete-dipole representation of the particle.

INTRODUCTION

The work presented here represents a revisiting and re-examination of the discrete-dipole
momentmethod (DDMM) for the calculation of theT matrix of arbitrarily-shaped particles[1].
This method retained the DD representation of the particle as a lattice of dipole elements,
yet the distribution of dipole moment within the particle was modeled via an expansion of
spherical wave harmonics. In general, the moment method was considerably faster than the
corresponding direct DDA-to-T matrix route (DDA for discrete-dipole approximation), the
latter of which involves solution of the DDA equations for each order/degree/mode com-
ponent of a generalized, vector harmonic incident wave expansion. However, the DDMM
method, as originally formulated, is difficult to translate into a working code; even though it
relies on the DD model of the particle, the method would involve a major modification of
the standard DDA codes to implement.

A simpler yet somewhat equivalent approach is outlined here. As opposed to the spher-
ical wave harmonic basis, the dipole distribution within the particle is modeled by a discrete
set of plane wave components, with each component corresponding to a specific propa-
gation direction and polarization state. This approach is based on the idea that a regular
solution to the Maxwell equations -- which will correspond to the field existing within the
modeled particle interior -- can be expressed as an integral over vector plane waves [2]. A
plane wave spectrum has been used to represent a Gaussian beam [3], yet the author is not
aware of the use of plane wave methods to describe the internal field in the particle scattering
problem.

FORMULATION
The analysis begins with the standard discrete-dipole representation of a homogeneous par-
ticle. The particle, of refractive index m, is represented as a cubic lattice of Nd dipole
elements, with grid spacing 2a. The scattered field from the entire particle is given by the
superposition of fields scattered from each element:

Esca,i(r) =

Nd∑
i=1

1∑
m=−1

aim N
(3)
m11(r− ri), (1)

in whichN
(3)
m11 is the vector wave harmonic (VWH) of degreem, order 1, and TM mode,

and aim denote the sought dipole elements for lattice site i. The interaction equations for
∗Daniel Mackowski (mackodw@auburn.edu)
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the dipole elements appear as

1

a
aim −

Nd∑
j=1
j ̸=i

1∑
k=−1

Hi−j
mk ajk = pm,γ0(k0) f

i(k0), (2)

in which a denotes the dipole polarizability, which is a function of the refractive index m
and the dimensionless lattice size k a = 2πa/λ, H i−j is a translation matrix from site j
to i, k0 is a unit vector denoting the direction of the incident plane wave and described
by the azimuth and polar angles (α0, β0) relative to a target--based frame, pm,γ0 are the
plane-wave VWH dipole expansion coefficients (degreem, order 1, and TM mode) for the
incident field, with subscript γ0 = 1, 2 denoting an incident polarization angle, relative to
the ẑ− k0 plane, of 0 or π/2, and f i is the phase factor,

f i(α0, β0) = exp [ik((xi cosα0 + yi sinα0) sin β0 + zi cosβ0)] . (3)

Note that a dipole--limit VWH formulation of the DDA equations is employed, in which
index m denotes the dipole azimuth degrees −1, 0, 1, as opposed to a Cartesian--based
dipole-moment formulation; the two formulations are completely equivalent in the end [4,
1].

In general, the number of unknowns in Eq. (2) will scale with x3V = (kaV )
3, where aV

is a volume-equivalent radius of the particle. The objective of the method proposed here
is to reduce the number of unknowns, so that the computational overhead scales with the
surface area of the particle as opposed to the volume. The approach taken in [1] was to
represent the discrete distribution of dipole elements as a continuous distribution, modeled
by an expansion of scalar spherical wave harmonics centered about the particle origin and
evaluated for the particle medium. The rationale is that the distribution of dipole elements
should satisfy the scalar Helmholtz equation for the particle material, and the spherical wave
harmonics form a complete basis for a regular solution to the Helmholtz equation.

The approach taken here is to use a simpler set of basis functions to represent the dipole
distribution. Specifically, the distribution of dipole elements are now modeled by a direc-
tional spectrum of plane waves, evaluated within the particle medium. This is expressed
as

aim ≈
M∑
ν=1

2∑
γ=1

ων pm,γ(kν) f̂
i(kν)Wνγ,ν0γ0 , (4)

in which kν = (αν , βν) describes the direction of the plane wave component, ων is a
weighting function, W is a matrix which is sought from the analysis, ν0, γ0 represents the
incident direction and polarization, and f̂ is a phase factor evaluated in the particle medium
(i.e., wavenumber mk). A logical choice for the distribution of angles and weights is the
Gauss quadrature points of a chosen order Mβ for cosβ and an even distribution of 2Mβ

points in α. The total number of directions will then beM = 2M2
β

Following the DDMM procedure, a system of equations for W can be obtained by
multiplying Eq. (2) by the conjugate of the basis function in Eq. (4) and contracting over all
lattice positions. This results in

M∑
ν′=1

2∑
γ′=1

Aνγ ν′γ′ Wν′γ′ ν0γ0 = Bνγ ν0γ0 (5)
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with

Aνγ ν′γ′ = ων ων′

1∑
m=−1

1∑
k=−1

(pm,γ(kν))
∗
pk,γ′(kν′)

×
Nd∑
i=1

f̂ i∗(kν)

1

a
f̂ i(kν′)δm−k −

Nd∑
j=1
j ̸=i

Hi−j
mk f̂ j(kν′)

 , (6)

Bνγ ν0γ0 = ων (pm,γ(kν))
∗
pm,γ0(kν0)

Nd∑
i=1

f̂ i∗(kν) f
i(kν0). (7)

It is computationally simple and efficient to use existing DDA codes to generate the A
matrix defined in Eq. (6) [4, 5]. In particular, the FFT convolution scheme can be used to
perform the summation over lattice site j, followed by a direct sum over site i. In general, the
operation count in generating the A matrix will scale asM2Nd ln(Nd). Standard inversion
methods can then be used to obtain theW matrix from the solution of Eq. (5).

RelaƟon to the T matrix

By use of the addition theorem for VWH, the scattered field from the particle, given by
Eq. (1), can be represented by a single outgoing VWH expansion centered about the origin
of the particle. The expansion coefficients in this representation, for the VWH component
of degree/order/mode k, l, q, are given by [1]

aklp =

Nd∑
i=1

1∑
m=−1

J0−i
klq m11 a

i
m, (8)

where J is the regular harmonic translation matrix and L the truncation limit. In the far
field, the transverse components of the scattered field in a direction ks, referenced to the
target coordinate frame, will be given by

Es,γs(ks) =
eik r

ikr

L∑
l=1

l∑
k=−l

2∑
q=1

(pklq,γs(ks))
∗
aklq, (9)

in which pklq,γs is the plane-wave VWH coefficient and γs = 1 and 2 would correspond
to the θ and ϕ components.

The plane-wave model in Eq. (4) can be substituted directly into Eq. (8) to obtain the
VWH form for the scattered field. An alternative approach is to recognize that the plane-
wave coefficients pklq and the phase factor f are the eigenvectors and eigenvalues to the
translation matrix [6];

pm11,γ(k) f
i(k) =

∑
l=1

l∑
k=−l

2∑
q=1

J i−0
m11 klq pklq,γ(k). (10)

By employing the above into Eq. (8) and using the matrix relations developed for the plane-
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wave model, the far-field components of electric field will be given by

Es(ks) =
eik r

ikr

M∑
ν=1

2∑
γ=1

B∗
νγ νsγs

Wνγ ν0γ0

=
eik r

ikr

M∑
ν=1

2∑
γ=1

M∑
ν′=1

2∑
γ′=1

B∗
νγ νsγs

A−1
νγ ν′γ′ Bν′γ′ ν0γ0 =

eik r

ikr
Sνsγs ν0γ0 . (11)

The matrix S is recognized as a scattering amplitude matrix. The traditional T matrix can be
obtained by use of Eq. (10) and the orthogonality relations of the pklq functions. Assuming
an integration over direction is accurately represented by the chosen quadrature scheme and
weights, the T matrix will be given by

Tmnpklq =
M∑
ν=1

2∑
γ=1

M∑
ν′=1

2∑
γ′=1

(pmnp,γ(kν))
∗
Sνγ ν′γ′ pklq,γ′(kν′). (12)

Preliminary results and direcƟons

A code has been developed to test the veracity of the proposed method. Preliminary re-
sults indicate that the number of polar angles Mβ (i.e., the number of quadrature points)
needed for accurate agreement with exact DDA results is proportional to xV . Viewed an-
other way, Mβ will be comparable to the VWH order truncation limit L for the T -matrix
representation.

The plane-wave form in Eq. (4) offers some unique features when coupled with the
DDA procedure. For certain particle shapes, e.g., a rectangular solid, the model becomes
a separable function of x, y, and z, and this can reduce considerably the computational
overhead in calculation of Eq. (6). It is also relatively simple to implement a surface integral
form of the equations -- as opposed to a volume integration -- which will remove the need
for a dipole polarizability. These topics, and the results of example calculations, will be
presented at the meeting.
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The shortwave radiative impact of a cirrus cloud observed over Oklahoma is investigated. 

Single-scattering properties of ice crystals derived based on in-situ measurements of the size 

and shape distributions of ice crystals are input to the libradtran radiative transfer model. The 

simulated fluxes, especially the shortwave cloud radiative forcing at the top of the atmosphere, 

depend substantially on assumptions about small ice particles (maximum dimensions less than 

120 µm), whose concentrations are highly uncertain. 

INTRODUCTION 

Tropospheric ice clouds, such as cirrus clouds, are an important component in the Earth-

atmosphere system through their role in the redistribution of radiative energy. These clouds 

are composed of nonspherical and often irregularly shaped ice crystals. The shapes, size dis-

tributions, and optical properties of ice crystals are not well known and thus the radiative 

impact of cirrus clouds is still poorly known. 

In this study, the shortwave (SW) radiative impact of an ice cloud is modeled based on 

in-situ measured size and shape distributions of ice crystals. In particular, the sensitivity of 

the SW radiative impact to uncertainties in the concentrations and shapes of small ice crystals 

(hereafter defined as those crystals with maximum dimensions D < 120 µm) is investigated. 

MEASUREMENTS 

Detailed in-situ data were collected by probes installed on the University of North Dakota 

(UND) Citation aircraft as it flew through cirrus during the Atmospheric Radiation Mea-

surement (ARM) Program’s Cloud Intensive Operation Period over the Southern Great 

Plains (SGP) site in March 2000. In addition, surface measurements of SW radiative fluxes 

and data from millimeter cloud radar are used in this study.   
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The UND Citation executed several spiral ascents and descents through cirrus at tem-

peratures between -15 and -50 °C. One of these spirals (21:52 to 22:16 GMT on 13 March) is 

used in this study. The aircraft was equipped with a Forward Scattering Spectrometer Probe 

(FSSP), a one-dimensional cloud probe (1DC), and a two-dimensional cloud probe (2DC). 

Although the FSSP is designed for measuring water droplets with D < 50µm, it has also 

been used to determine size distributions of ice crystals. However, [1] showed that remnants 

of large ice crystals shattering on the surfaces of this probe dominate its response so that 

FSSP concentrations should be regarded as a large upper bound. The 1DC (50 µm < D < 

120 µm) and 2DC (D > 120 µm) may also suffer from shattered artifacts, but are the only 

available data for this size range. A Cloud Particle Imager (CPI) provided high-resolution (2.3 

µm) images of ice crystals to identify ice crystal shape. Ice crystals with D < 120 µm have 

been previously shown to be mainly quasi-spherical [2] and can be represented as quasi-

spheres or droxtals. Using an automated habit classification algorithm [3], the size-dependent 

fraction of large crystals (D > 120 µm) in seven categories (columns, plates, bullet rosettes, 

budding bullet rosettes, spheres, small and large irregulars) is determined at 60-s resolution 

and applied to all 10-s size distributions derived from the 2DC.  

Because of the large uncertainties in the shapes and concentrations of small ice crystals, 

four alternate representations are used to characterize the small ice crystals: 1) FSSP and 1DC 

data with droxtal shapes (hereafter referred as droxtal); 2) FSSP and 1DC data with quasi-

sphere shapes (quasi); 3) no crystals with D < 50µm and 1DC data for D > 50 µm with 

quasi-sphere shape (quasi50); and 4) no small crystals with D < 120 µm (large).  These alter-

nate distributions are used to assess how the uncertainties in the shape and concentration of 

small crystals impact the radiative properties of the cirrus.  

MODELING APPROACH 

Size, shape, and wavelength –dependent single-scattering properties of droxtals and large 

ideal ice crystals are readily available by [4] and [5], respectively. Corresponding calculations 

for quasi-spherical ice crystals with D < 120 µm have been conducted by Timo Nousiainen 

(unpublished data). The single-scattering properties of individual crystals are combined with 

the four alternative size-shape distributions to obtain vertical profiles of asymmetry parame-

ter, single-scattering albedo and optical thickness. These profiles are then used as input to the 

libradtran radiative transfer code [6] to compute SW fluxes at the surface and at the top of the 

atmosphere (TOA). 

RESULTS AND DISCUSSION 

The modeled SW fluxes at the surface are compared against SW fluxes measured at the SGP 

Central Facility ([7]). Modeled and measured direct and diffuse downward fluxes at the sur-

face are shown in Fig. 1. Fig. 2 shows the difference between cloud-free and cloudy SW up-

ward flux at the TOA (cloud radiative forcing) based on different assumptions about small 

ice crystals. Simulated time series are obtained by changing only the solar zenith angle, while 

keeping the cloud properties fixed to those observed during the flight spiral. It is found that 
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especially the direct SW fluxes from measurements and calculations differ systematically. One 

reason could be the spatial separation of about 10 km between the locations of the flight and 

ground measurement. In addition, the model does not take into account three-dimensional 

radiative transfer, which may be important due to the inhomogeneity of the cloud. 

 

 
Figure 1. Modeled SW fluxes at the surface based on the alternative size-shape distributions 

compared against measurements.  

 

 
Figure 2. Modeled SW cloud radiative forcing (difference between clear and cloudy-sky 

upward flux) at the TOA obtained by using different size-shape distributions. 

 

The use of different size-shape distributions does not yield remarkable differences in the SW 

fluxes at the surface. The use of different shape approximations for small ice crystals (droxtal 

and quasi-spherical) yields only a few W/m2 difference in the diffuse downward flux. A rea-

listic description of the shape of small ice crystals appears also less important than their size 

distribution for the SW radiative forcing at the TOA. Especially from Fig. 2, it appears that 

ice crystals with 5 µm < D < 50 µm have larger impacts on the SW fluxes than crystals with 

50 µm < D < 120 µm. However, the concentrations for D < 50 µm were measured by an 

FSSP which greatly overpredicts small crystal concentrations. Hence, the results do not nec-
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essarily indicate a large radiative effect of small crystals, but rather the need for reliable and 

accurate measurements of small crystal concentrations. 

CONCLUSIONS 

Modeling of the SW radiative impact of cirrus is performed by inputting the optical 

properties of observed size and shape distributions of ice crystals into a radiative transfer 

model. It is concluded that accurate information on both the concentrations and shapes of 

ice crystals is required to accurately model the SW radiative impact of ice clouds. In 

particular, assumptions about the concentration of small ice crystals are important for the SW 

upward flux at the TOA. More information is needed on the single-scattering properties of 

small ice crystals, and, first and foremost, on their concentration. 
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We study how well different mineral dust samples can be modeled using spheroids and wheth-

er the best-fit spheroidal shape distributions bear any similarities that would allow us to suggest 

a generic first-guess shape distribution for dust. Overall, spheroids are found to fit the mea-

surements significantly better than Mie spheres. However, it seems that best-fit shape distribu-

tions vary between samples and even between wavelengths considerably, making suggestions 

for a first-guess shape distribution difficult.  

INTRODUCTION 

Mineral dust is a very abundant aerosol species in the Earth's atmosphere with a considerable 

and largely uncertain radiative impact. We are interested in using spheroids to model their 

radiative impact in a climate model where shape distribution information is not available; 

thus, finding a generic, accurate shape distribution would be desirable. 

MODELING APPROACH 

We compare laboratory measurements [1, 2] with scattering matrices calculated from a dust 

optical database [3]. Measurements exist at wavelengths of 441.6 nm and 632.8 nm. The 

refractive indices (m) of the samples are not known accurately so, for simulations, we try four 

different m with Re(m) = 1.55 and 1.7, and Im(m) = 0.001 and 0.01.  The shapes include 

aspect ratios from 1.2 to 2.8 with an increment of 0.2 for both oblate and prolate spheroids. 

In addition, the special case of spheres is computed.  

For comparisons with simulations, the measured F11 element needs to be properly nor-

malized. To this end, the measurements are extrapolated using simulated values for scattering 

angles 0 - 5° and the value measured at 173° for angles of 174 – 180° so that the normaliza-

tion integral can be applied. 

The cost function for assessing the separation between measurements and model is cal-

culated at the measurement points from 5 º to 170 º with steps of 5 º, thus excluding 171 º, 

172 º and 173 º to preserve the angular equality in error analysis. 
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Figure 1. Coverages of measured scattering matrix elements by modeled spheroids at 632.8 

nm wavelength for selected matrix elements. Each row corresponds to one sample from 

smallest (feldspar) to the largest effective radii (Sahara). Measurements are shown with di-

amonds and error bars, the shaded area indicates the coverage by all different spheroids 

(shapes and refractive indices) excluding spheres. The Mie spheres are shown with solid lines 

for each refractive index. Measured F11 elements have been normalized using the n = 3 shape 

distribution by [4]. 
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ASSESSING THE OVERALL PERFORMANCE OF SPHEROIDS 

The first task is to investigate how well the measured scattering matrix elements can be cov-

ered by spheroids of different shapes and refractive indices, since full coverage of measured 

matrix element by model spheroids is a necessary, but not sufficient, condition for fitting the 

measurements with simulations.  In Fig. 1 three scattering matrix elements have been plotted 

for each dust sample studied for the wavelength of 632.8 nm. At each measurement point it 

is seen how much of the measurement error bar falls within the spheroid span, i.e. the rela-

tive amount of black dots that fall within the shaded area, and finally averages of these per-

cents are tabulated and shown in subtitles. We believe the poor coverage of the depolariza-

tion element F22 is caused by smooth-surfaced spheroids being unable to mimic the scatter-

ing response of real rough-surfaced particles. This discrepancy is stronger for larger particles. 

The coverage percentages averaged over all matrix elements and for the F11 element 

separately are shown in Table 1 for both wavelengths. It can be seen that, overall, the mea-

surements for the samples with smallest particles can be better covered by spheroids than 

those for the larger ones. Interestingly, loess is covered remarkably well for its size, even 

comparably to the red clay. 

Table 1. Coverages of spheroids for different particles. 

 reff 

(μm) 

441.6 nm, % 632.8 nm, % 

F11 avg. std. F11 avg. std. 

feldspar 1.0 100 92 5 99 89 19 

red clay 1.5 72 62 24 71 58 24 

green clay 1.55 84 61 29 82 63 19 

loess 3.9 76 55 35 75 59 27 

Sahara 8.2 23 43 34 75 48 29 

BEST-FIT SHAPE DISTRIBUTIONS 

The suitability of shape distribution parameterization developed by [4] in simulating the min-

eral dust optical properties is investigated. Optimal shape distributions for spheroids are 

sought by varying the exponent n of the parametrized shape distribution, computing a cost 

function for the goodness of agreement, and finding the optimal value for n. In addition, we 

carry out fitting exercises using a non-linear fitting algorithm for selected cases. The latter 

method is much more demanding, but allows us to find shape distributions where the weight 

for each shape is optimal and independent from each other. As the fitting method can return 

other kinds of shape distributions than the n parametrized shape distribution, it also works as 

an assessment for the applicability of the first method. 

Table 2 summarizes the results for the optimal parametrized shape distributions under 

different criteria. As the cost functions, we consider χ² error for the phase function F11, aver-

age χ² error for the size independent non-zero phase matrix elements, error below which 

80% of points fall (D80), again for both F11 and averaged over independent non-zero phase 

matrix elements, and finally the asymmetry parameter (g) difference. 

Obviously, best fits are obtained at different n for different cases. Interestingly, they are 

often obtained either with the smallest (0) or largest (18) n considered. The F11 element, often 
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the most important, however, is uniformly best modeled with the equiprobable distribution 

(n=0). Curiously, unlike F11, the asymmetry parameter g is best reached with values of n larger 

than zero. This may be because the calculation of asymmetry parameter takes into account 

also the diffraction peak whilst the other criteria only consider angles between 5º and 170 º. 

One intermediate value of refractive index, namely m =1.6 + 0.003i is currently being added 

into our analysis. 

From table 2 we see that each row contains multiple refractive indices, implying that in-

version of the refractive index from spheroidal simulations is not very robust for mineral 

dust and may be subject to artifacts arising from the use of simplified model shapes. 

 

Table 2. The best-fit n values of shape distributions [4] using different criteria. The refractive 

index with which the best-fit value was obtained is indicated by: a = 1.55 + 0.001i; b = 1.55 

+ 0.01i; c = 1.7 + 0.001i ; and d = 1.7 + 0.01i. 

 441.6 nm 632.8 nm 

F11 avg. 
D80 

F11 

D80 

avg. 
g F11 avg. 

D80 

F11 

D80 

avg. 
g 

Feldspar 0 b 3 a 0 ab 0/1 ab 2 a 0 b 2 b 0 c 0 c 9 a 

red clay 0 b 18 c 0 a 0 d 1 a 0 b 18 d 0 a 0 d 3 b 

green clay 0 b 18 d 0 c 0 c 1 b 0 b 18 d 0 c 1 c 3 b 

Loess 0 d 18 c 0 a 0 d 4 c 0 a 0 a 0 b 0 b 18 d 

Sahara 0 c 0 c 0 b 0 b 0 c 0 c 0 c 0 b 0 d 0 d 

 

While the spheroidal scheme is superior to that of spheres, its performance is far from per-

fect especially for samples with larger particles. The optimal shape distributions seem to vary 

from sample to sample, and also between wavelengths. This suggests the optimal spheroidal 

shape distribution is not connected to the shapes of the dust particles. 
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We apply Monte Carlo ray tracing in order to simulate multiple light scattering by ensembles of 

randomly oriented non-spherical particles with large size parameter. The numerical results 

obtained show a common tendency for different particle shapes: the degree of polarization 

decreases when the mean free path decreases.  

INTRODUCTION 

The single-scattering approximation is the commonly used approach to particle characteriza-

tion and identification [1-3]. The study of the individual polarization properties at light scat-

tering shows strong dependence of the polarization properties on the shape, size, and refrac-

tive index of the scatterers [4-7]. However, multiple scattering is an inherent effect [8] for 

many natural objects (e.g., atmospheric aerosols and clouds). This effect persists in laboratory 

measurements as well. Therefore, one should account for multiple-scattering events. Multiple 

scattering in participating media is generally a complex phenomenon. Theoretical aspects of 

the general problem of multiple light scattering are presented in [9,10]. Numerical calcula-

tions of multiple scattering by spherical particles were reported in [11,12]. The present work 

is aimed at studying how the multiple scattering affects the polarization properties of an en-

semble of particles with non-spherical shape. 

In this paper, we extend our previously developed three-dimensional computational 

model for single light scattering [4-6] to examine the effect of multiple scattering by an en-

semble of particles with cubic and rounded cubic shape and sizes larger than the wavelength 

on the intensity and polarization phase functions.  

COMPUTATIONAL MODEL  

We consider light scattering of an ensemble of particles randomly and sparsely distributed 

throughout a finite scattering volume V. The light source is a non–polarized laser. The scat-

tering particles are supposed to be dielectric, homogeneous, transparent or weakly absorbing. 

They are also assumed to be cubes or rounded cubes with sizes much larger than the wave-

length which allows the laws of geometric optics to be applied.  The rounded cube is de-

fined as a section of cube and sphere. The roundness parameter is characterized by the 

degree of roundness defined as: 
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d

a
k  , (1) 

where a  is the cube side and d  is the diameter of the sphere. 

The algorithm for multiple scattering is based on the tracing of paths for a large number 

of rays in correspondence with geometric-optics laws. Ray tracing is done in three-

dimensional geometry.  For each ray-particle interaction, we apply a Monte-Carlo algorithm 

for single scattering by cube [4] or rounded cube [5,6]. At each optical interface, Snel’s law 

determines the possible propagation direction and the changes of light intensities parallel and 

orthogonal to the scattering plane are calculated by means of Fresnel’s formulas. The coeffi-

cients in Fresnel’s formulas are used as probabilities for the choice of the outcome of the ray 

– optical interface interaction: reflection or transmission (refraction).  

The free path fp of the ray at multiple scattering is determined by means of the mean 

free path mfp as follows: 

 fp = -log(1-rand)*mfp, (2) 

where rand is a random number, uniformly distributed in [0,1]. 

When the traced ray leaves the scattering volume V, it is referred to the corresponding 

phase angle. The contribution of each traced ray is accumulated in angular bins and the final 

result for the degree of polarization is obtained.  

It should be pointed out that the Monte-Carlo computational procedure described is ca-

pable of accounting for arbitrary shape, size, and refractive index distribution of the scatter-

ers. The present approach is quite similar to the one developed in [13]. Both algorithms keep 

track of the phase jumps so that the elliptic polarization is taken into account. However, the 

averaging over all orientations is different: the cluster in [13] is previously generated, while in 

the present Monte-Carlo algorithm each ray hits particle with arbitrary orientation. Besides, 

we do not use facets to approximate rounded parts of the scatterers which might reduce the 

required computer time and/or memory.  

NUMERICAL RESULTS AND DISCUSSION  

The computational model is applied to examine multiple light scattering by different ensem-

bles of randomly oriented particles. At first, computer simulations of multiple light scattering 

by different ensembles of randomly distributed perfect cubes and rounded cubes (roundness 

parameter k = 1.11) are performed and the effect of the mean free path  (i.e., volume fraction 

of particles) on the intensity and polarization phase function is examined. In all computer 

simulations the refractive index of the particles is taken to be n = 1.54 which corresponds to 

crystals of NaCl at the wavelength of 0.63 µm. The refractive index of the surrounding media 

is n = 1. The scattering particles occupy a spherical region V with diameter D = 1 cm. The 

number of the traced rays in all numerical experiments is 107.  

Figure 1a shows calculated values of the polarization phase function for different mean 

free paths of the rays traced. For comparison, the polarization phase function which corres-
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ponds to single scattering by randomly oriented cube is also presented in Fig. 1a. The per-

formed computer simulations show that the specific features of the polarization phase func-

tion at single light scattering by cube retain at multiple scattering by ensembles of cubes. The 

strong negative peak of polarization at backscattering and positive maximum in forward 

direction typical for single light scattering by cubes retain at multiple scattering by cubes. 

When the mean free path decreases (i.e. the volume fraction of the scatterers increases), the 

absolute values of the degree of polarization significantly decrease. The results obtained are 

quite similar to those reported for clusters of cubes [13]. 

               
       (a)              (b) 

Figure 1. Polarization phase functions for different mean free paths. The scattering particles 

are cubes (a) or rounded cubes with roundness parameter k = 1.11 (b). The scatterers with 

refractive index n = 1.54 are randomly distributed within a sphere with diameter of 1 cm. 

 

Similar to the observed tendency for ensembles of perfect cubes, multiple scattering by 

rounded cubes (Fig. 1b) does not affect the qualitative behavior of the polarization curves, 

especially, when the mean free paths are relatively large. A decrease in the mean free path also 

leads to a significant decrease in the absolute values of the degree of polarization. It should 

be noted that the observed tendency is confirmed by the numerical experiments performed 

for different degree of roundness.  

The second series of numerical experiments is aimed at studying the effect of multiple 

scattering by randomly distributed cubes on the intensity and polarization phase function. 

The calculated values of the polarization phase functions of randomly oriented cubic particles 

for different finite volumes are presented in Fig. 2. The side of the cubes is 20 µm. The vo-

lume fraction (packing density) of the particles is p = 0.1. For comparison, polarization phase 

function for semi-infinite medium [13] is also presented.  

In conclusion, the results of computer simulations indicate a common tendency for dif-

ferent shapes of the scatterers: For relatively large mean free paths, the main features of the 

polarization curve retain at multiple scattering but the degree of polarization decreases consi-

derably and tends to zero with a decrease of the mean free path. The computational model is 

capable of contributing to a more realistic treatment of the observed or laboratory-measured 

polarization data. Moreover, it allows consideration of mixture of different shapes and optical 

properties of the scattering particles. 
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Figure 2. Polarization phase functions for different finite volumes (spheres with diameter D) 

and semi-infinite medium. The scattering particles are cubes with refractive index n = 1.5.  
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Planets, asteroids and comets are born in disks of gas and dust surrounding newly formed
stars. In these protoplanetary disks, tiny dust grains stick together to form larger bodies.
How this happens and at what speed is a question we can address by carefully examining the
light scattered and emitted by the dust grains in these disks. Over a timescale of∼ 10million
years, the system evolves into a debris disk, i.e., a disk mainly composed of second-generation
dust produced by collisions of larger bodies and outgassing of comets. These debris disks
provide a unique view on what might have been the conditions in the early Solar system.
Observations of these disks in scattered light provide a way to image the spatial distribution
of the dust grains and, at the same time, obtain information on their sizes and structures. In
this contribution, we will discuss observations and theoretical modeling of light scattered by
dust grains and aggregates in these circumstellar disks. Effects of grain properties as well as
effects of the disk geometry on the observables are discussed with a special focus on imaging
polarimetry. Also, the computational and observational challenges we face when interpreting
observations of the scattering properties of circumstellar dust are discussed.

DUSTY DISKS

It is generally accepted that the origin of grains in circumstellar disks is interstellar dust.
Interstellar dust grains are considered to be small and composed of silicate and carbon [1].
In the gas-rich disks around young stars, these grains can coagulate to form larger aggregates.
The growth of fluffy aggregates changes the observable signature from both scattered and
emitted radiation in particular ways that are qualitatively well understood, though quantitative
studies are usually restricted to small aggregates.

When the circumstellar disk evolves into a planetary system, the dust grains we observe
are expected to change from the aggregates generally thought to dominate in protoplanetary
disks to compact debris dust grains formed from collisions of larger bodies. These compact
grains provide their own challenges to dust modelers. For example, effects of surface rough-
ness and complex internal structure are of crucial importance for interpreting observations
of scattered light [2]. Below we briefly discuss how scattered light and, in particular, imaging
of scattered light, can be used to study the evolution from small grains to larger aggregates
and planetesimals all the way to the collisionally formed debris found around main-sequence
stars.

SCATTERED LIGHT IMAGING

Imaging protoplanetary disks or debris disks in scattered light is challenging as they are many
orders of magnitude fainter than their central stars. The limited spatial resolution of the
telescope causes the central star to dominate over the scattered light out to a large distance.
There are two methods used to suppress the radiation from the central star: coronographic

∗Corresponding author: Michiel Min (M.Min@astro-uu.nl)

166



Helsinki 2010 M. Min & S. V. Jeffers ScaƩering in circumstellar disks

imaging, where starlight is blocked by a disk in the optical setup, and polarimetric imaging,
where only the scattered light from the star's circumstellar environment is detected.

Coronographic imaging

Coronographic imaging has been successfully used to image numerous circumstellar disks,
both protoplanetary and debris disks. The images of protoplanetary disks show rich spatial
structure, e.g. spiral arms [3]. The images of debris disks often display ringlike structures,
not unlike the Kuiper belt in our Solar system (see, e.g., [4]). The albedo of the circumstellar
material around debris disks can be determined from coronographic images combined with
the dust's spectral energy distribution. For some debris disks, (e.g., [4]), this results in a
relatively low (a few percent) value, consistent with the albedo of some types of asteroids.
Additionally, scattered light images provide information on the phase function over quite a
large range of scattering angles simultaneously. An example of this is the well-studied debris
disk around Fomalhaut. Interestingly, it was found that the grains in this system appear to
be dominantly backward scattering[5], which can be explained by very large, rough particles
or compact agglomerates[2].

Polarimetric imaging

The physics behind polarimetric imaging is that starlight reflected from circumstellar mate-
rial becomes linearly polarized. By imaging linearly polarized light, it is possible to clearly
discriminate between scattered light from circumstellar environments and unpolarized light
from the central star. Already, some polarimetric images of protoplanetary disks are avail-
able (see, e.g., [6]). Also, polarimetry has already been used for quite some time to study
nearby debris disks (see, e.g., [7]).

MODELS OF DISKS

The observed intensity or polarimetric signal from a circumstellar disk depends foremost
on the optical properties of the dust grains in the disk. Many studies analyzing polarimet-
ric measurements today still use spherical particles as their dust grain model (see, e.g., [8]),
even though the light-scattering community is well aware of the shortcomings of this par-
ticle shape model. Besides the optical properties of the grains, one needs to consider the
geometry of the circumstellar disk as well. Gas-rich protoplanetary disks around young stars
are optically very thick and, thus, multiple scattering and radiative transfer are essential when
modeling these disks.

It is usually assumed that protoplanetary disks are in vertical hydrostatic equilibrium. In
order to compute this, one needs to know the temperature structure. For this, the optical
properties of the dust grains are needed over a very wide wavelength range. This is one of
the key problems in applying advanced particle scattering tools to fully model protoplanetary
disks, since most advanced methods cannot provide accurate optical properties all the way
from the visual to the millimeter part of the spectrum.

Modeling polarimetric images

As an example of how dust optical properties and disk geometry both influence observables,
we focus now on polarimetric imaging. This is a technique gaining in popularity which, when
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Figure 1. The total intensity (left) and degree of linear polarization (middle, and right) image
of a flaring protoplanetary disk with compact grains (upper panels) and fluffy aggregates
(lower panels). The size distributions of the grains are chosen such that the spectral energy
distribution of the model with compact grains and that of the model with fluffy aggregates
are almost identical. The rightmost image is convolved with the response of a 4-m telescope
with effects of atmospheric seeing and noise added corresponding to a few hours integration.

properly used, will allow us to lift many degeneracies currently encountered in interpreting
disk observations.

The degree of polarization of the light scattered by the circumstellar matter provides
additional, independent constraints on the size and shape of the particles in the disk. As
an example in the leftmost four panels of Fig. 1, we present model images of two proto-
planetary disks. The first model, presented in the upper panels, contains compact particles
(computed using the Distribution of Hollow Spheres [9]) with sizes between 0.1 and 1 µm.
The second model, presented in the lower panels, contains fluffy aggregates (computed us-
ing the Aggregate Polarizability Mixing Rule [10]) with sizes between 0.1 and 10 µm. In both
cases, the central star is a Herbig star (M⋆ = 2.5M⊙, Teff = 10000K) surrounded by a
disk with a dust mass ofMdust = 10−3M⊙. The disk is in vertical hydrostatic equilibrium
and extends from the dust evaporation radius out to 200AU after which the surface den-
sity drops exponentially. Both models show a very similar spectral energy distribution, and
almost identical infrared emission spectrum. However, it is clear that in polarized light the
models can be easily distinguished (also note the difference in absolute scaling of the two
polarization images). This is because the two types of grains have very different scattering
characteristics.

In the rightmost two panels of Fig. 1, we show the degrees of linear polarization as they
would be observed with a 4-meter class telescope from the Earth (i.e., including smearing
due to diffraction at the telescope and atmospheric effects). It is clear that the image changes
dramatically. Especially, the simulated observation with fluffy aggregates looks quite differ-
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ent from the initial model image. This is because for this model the scattering phase func-
tion is much more forward peaked so that most radiation is scattered outside the view of
the observer. Therefore, the depolarizing effect of the stellar point spread function is much
stronger. So although the degree of polarization from the fluffy aggregates is intrinsically
much higher than that of the compact grains, the actual observed degree of polarization is
much lower. Methods have to be developed to disentangle these effects in order to properly
interpret upcoming polarimetric imaging observations.

CONCLUSIONS AND PERSPECTIVE

Scattered light imaging provides a powerful diagnostic tool to study the evolution of pro-
toplanetary to debris disks. With the proper analysis tools, it allows a determination of the
sizes and structures of the dust particles and their spatial distribution. The need for optical
properties of large complex aggregates and compact grains over a broad wavelength range
and with relatively high values of the refractive index challenges the light-scattering commu-
nity to come up with accurate and efficient computational tools. The additional constraints
obtained from the polarimetric images of circumstellar disks are needed to lift the degenera-
cies of interpreting intensity observations. Examples of current and upcoming polarimeters
are ExPo at the 4.2-m WHT, SPHERE at the 8.2-m VLT, and EPICS at the 42-m ELT.
Our view on circumstellar dust is going to change dramatically with these new, sensitive
polarimetric imagers.
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One of the principal objectives of the NASA Glory mission is to determine the global distribu-

tion of detailed aerosol and cloud properties with unprecedented accuracy, thereby facilitating 

the quantification of the aerosol direct and indirect radiative forcings. This objective will be met 

by flying the Aerosol Polarimetry Sensor which will collect accurate multi-angle photopolarime-

tric measurements of the Earth along the satellite ground track within a wide spectral range 

extending from the visible to the short-wave infrared. 

INTRODUCTION 

The Earth’s climate depends upon the balance between incident solar radiation and the 

response of the atmosphere and surface via absorption, reflection, and re-radiation. Long-

term changes in the composition of the atmosphere can cause global climate change and 

thereby affect local weather patterns having impact on the quality of human life. The 

composition of the atmosphere is influenced by both natural and anthropogenic effects, 

such as the byproducts of modern industrial societies. Over the past century the average 

temperature at the Earth’s surface has increased by approximately 0.7°C. Accurately attri-

buting this increase and the concomitant climate change to either natural events or anth-

ropogenic sources (or both) is of primary importance to the establishment of scientifically 

and economically effective policy. 

Both natural and anthropogenic aerosols are important constituents of the atmos-

phere affecting global temperature. Although the climate effects of aerosols are believed 

to be nearly comparable to those of the green-house gases, they remain poorly quantified 

and represent the largest uncertainty regarding climate change. Numerous recent studies 

have indicated that the current uncertainties in the aerosol forcings are so large that they 

preclude the requisite climate model evaluation by comparison with observed global tem-

perature change. These uncertainties must be reduced significantly for uncertainty in cli-

mate sensitivity to be adequately constrained. Helping to address this overarching objec-

tive is the main purpose of the Aerosol Polarimetry Sensor (APS) on-board the NASA 

Glory mission, a remote-sensing Earth-orbiting observatory scheduled for launch in No-

vember 2010 as part of the A-Train constellation of Earth-orbiting satellites [1]. 

SCIENTIFIC OBJECTIVES OF THE GLORY APS 

The Glory APS is intended to meet the following three scientific objectives: 

                                                      
* Correspondig author: Michael Mishchenko (mmishchenko@giss.nasa.gov) 
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Figure 1. Flowdown of geoscience objectives into specific retrieval requirements for a pas-

sive aerosol/cloud satellite instrument [2]. 

 

● Facilitate the quantification of the aerosol direct and indirect effects on climate by 

determining the global distribution of the optical thickness and microphysical proper-

ties of natural and anthropogenic aerosols and clouds with much improved accuracy.  

● Provide better aerosol representations for use in aerosol assessments by other opera-

tional satellite instruments. 

● Provide an improved framework for the formulation of future comprehensive satellite 

missions for aerosol, cloud, and ocean color research. 

The left-hand panel of Fig. 1 summarizes the overall scientific objectives of a coordinated 

and systematic approach for dramatically improving our understanding of aerosol climate 

impacts and environmental interactions. To achieve these objectives, one needs advanced 

models coupled with a comprehensive set of accurate constraints in the form of in situ meas-

ured and remotely retrieved aerosol and cloud distributions and properties. Accordingly, the 

right-hand panel of Fig. 1 lists the minimal set of aerosol and cloud parameters that must be 

contributed by a passive satellite instrument in order to facilitate the global quantification of 

the direct and indirect aerosol effects on climate.  

The aerosol measurement requirements include the retrieval of the total column opt-

ical thickness (OT) and average column values of the effective radius and effective va-

riance, the real part of the refractive index, and the single-scattering albedo. Since the 

aerosol population is typically bimodal, all these parameters must be determined for each 

mode. The refractive index must be determined at multiple wavelengths in a wide spectral 

range since this is the only means of constraining aerosol chemical composition from 

space. An integral part of the retrieval procedure must be the detection of nonspherical 

aerosols such as dust-like and soot particles since nonsphericity can significantly affect the 

results of optical thickness, refractive index, and size retrievals. The respective minimum 

cloud measurement requirements include the retrieval of the column cloud OT and the 

2. Aerosol effect on 
radiation budget 

1. Global distribution 
of aerosol and cloud 

properties 

3. Effect of aerosols 
on clouds and 
precipitation 

Aerosol retrievals 

 Spectral optical thickness 
(±0.02) 

 Effective radius (±10%) 

 Effective variance (± 40%) 

 Spectral behavior of the aerosol 
refractive index (±0.02) 

 Particle shape 

 Single-scattering albedo (±0.03) 
 
Cloud retrievals 

 Optical thickness (±8%) 

 Effective radius (±10%) 

 Effective variance (±50%) 

 Cloud phase/particle shape 

For two 
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Science objectives Passive retrieval requirements 



Helsinki 2010 M. I. Mishchenko et al. NASA Glory Mission 

 

 172 

 

average column cloud droplet size distribution as well as the determination of the cloud 

phase and detection of cloud particle nonsphericity. 

The criteria for specifying the corresponding measurement accuracy requirements in the 

right-hand panel of Fig. 1 are dictated by the need to  

● detect plausible changes in the direct and indirect aerosol radiative forcings estimated 

to be possible during the next 20 years; and  

● quantify the contribution of these forcings to the planetary energy balance. 

APS DESIGN 

The unique APS design allows one to take full advantage of the extreme sensitivity of high-

accuracy polarization data to aerosol and cloud particle microphysics coupled with the ad-

vanced modeling capabilities and thereby ensures the retrieval of all the quantities listed in the 

right-hand panel of Fig. 1. The flowdown of APS measurement capabilities into the requisite 

aerosol and cloud retrieval capabilities is summarized in Table 1. The key measurement re-

quirements for the retrieval of aerosol and cloud properties from photopolarimetric data are 

high accuracy, a broad spectral range, and observations from multiple angles, including a method for 

reliable and stable calibration of the measurements. The APS built for the Glory mission by 

Raytheon [1] meets these requirements.  

The measurement approach required to ensure high accuracy in polarimetric observations 

employs a Wollaston prism. The field stop constrains the APS instantaneous field of view 

(IFOV) to 8±0.4 mrad which, at the nominal Glory altitude (705 km), yields a geometric 

IFOV of 5.6 km at nadir. The spatial field is defined by the relay telescope and is collimated 

prior to the polarization separation provided by the Wollaston prism. This method guaran-

tees that the measured orthogonal polarization states come from the same scene at the same 

time and allows the required polarimetric accuracy of 0.2% be attained. To measure the 

Stokes parameters that define the state of linear polarization (I, Q, and U), the APS employs a 

pair of telescopes with one telescope measuring I and Q and the other telescope measuring I 

and U. The broad spectral range of the APS is provided by dichroic beam splitters and interfe-

rence filters that define nine spectral channels centered at the wavelengths  = 410, 443, 555, 

670, 865, 910, 1370, 1610 and 2200 nm. Blue enhanced silicon detectors are used in the visi-

ble and near-IR channels, while HgCdTe detectors, passively cooled to 160 K, are used in the 

short-wave IR channels and offer the very high signal-to-noise ratio required to yield a po-

larimetric accuracy better than 0.3% for typical clear sky scenes over the dark ocean surface.  

All spectral channels but the 910- and 1370-nm ones are free of strong gaseous ab-

sorption bands. The 1370-nm exception is centered at a major water vapor absorption 

band and is specifically intended for characterization of thin cirrus clouds and stratospher-

ic aerosols. The locations of the other APS spectral channels are consistent with an opti-

mized aerosol retrieval strategy because they take advantage of several natural circums-

tances such as the darkness of the ocean at longer wavelengths in the visible and near-

infrared, the lower land albedo at shorter visible wavelengths, and the potential for using 

the 2200-nm band to characterize the land surface contribution at visible wavelengths. 

The 910-nm band provides information on column water vapor amount.  
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The ability to view a scene from multiple angles is provided by scanning the APS IFOV 

along the spacecraft ground track with a rotation rate of 40.7 revolutions per minute with 

angular samples acquired every 80.4 mrad, thereby yielding ~250 scattering angles per 

scene. The polarization-compensated scanner assembly includes a pair of matched mirrors 

operating in an orthogonal configuration and has been demonstrated to yield instrumental 

polarization less than 0.05%. The APS viewing angle range at the Earth is from +60° to  

–80° with respect to nadir. The scanner assembly also allows a set of calibrators to be 

viewed on the side of the scan rotation opposite to the Earth. The APS on-board refer-

ences provide comprehensive tracking of polarimetric calibration throughout each orbit, 

while radiometric stability is tracked monthly using observations of the moon to ensure 

that aerosol and cloud retrieval products are stable over the period of the mission. 

 

Table 1. Flowdown of APS measurement characteristics into specific retrieval capabilities. 

Measurement characteristics Retrieval capacity 

Precise and accurate polarimetry (~0.1%) Particle size distribution, refractive index, 
shape 

Wide scattering angle range for both intensi-
ty and polarization 

Particle size distribution, refractive index, 
shape 

Multiple (> 30) viewing angles for both 
intensity and polarization 

(i) Particle size distribution, refractive index, 
shape 
(ii) Ocean surface roughness 

Multiple (> 60) viewing angles for polariza-
tion 

Cloud particle distribution, refractive index 

Multiple (> 30) viewing angles and accurate 
polarimetry 

Aerosol retrievals in cloud-contaminated 
pixels 

Wide spectral range (400–2200 nm) for both 
intensity and polarization 

(i) Separation of submicron and supermicron 
particles 
(ii) Spectral refractive index → chemical 
composition 

1370 nm channel for both intensity and 
polarization 

Detection and characterization of thin cirrus 
clouds and stratospheric aerosols 

2200 nm polarization channel Characterization of the land surface contribu-
tion at visible wavelengths 

910 nm channel Column water vapor amount 
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Two-dimensional photonic crystals: method of coherent 
transmission and reflection coefficients computation 

A. Miskevich and V. Loiko* 

B.I. Stepanov Institute of physics of NAS of Belarus, Nezalezhnastsi ave., 68, Minsk, 220072, 
Belarus. 

A method of two-dimensional (2D) photonic crystal (PC) coherent transmission and reflection 

coefficients calculation is proposed. It is based on the radial distribution function of an actual 

PC simulation by blurring the coordination circles of an ideal PC. The computations are per-

formed under the quasi-crystalline approximation of the theory of multiple scattering of waves.  

INTRODUCTION 

We used the quasicrystalline approximation (QCA) of the theory of multiple scattering of 

waves to calculate coherent transmittance and reflectance [1-3] of the two-dimensional pe-

riodically modulated refractive-index structure, namely photonic crystal (PC) [4]. Using this 

approximation the spatial arrangement of particles is described by the radial distribution 

function (RDF) [5], characterizing the probability of particles to be located at a distance R 

from each other. In partially ordered layers short-range ordering is realized, and RDF tends 

toward unity at short separation distances (less than ten particle diameters) [3]. In the PCs a 

long-range ordering of particles is realized. RDF converges toward unity at very large dis-

tances between particles, making the problem of numerical calculation of transmittance and 

reflectance under the quasicrystalline approximation extremely cumbersome. We propose a 

method of 2D PC radial distribution function simulation, which takes into account long-

range ordering of particles and allows for a dramatically simpler scattering solution.  

METHOD OF PHOTONIC CRYSTAL RADIAL DISTRIBUTION FUNCTION 
SIMULATION 

We consider the 2D PC with triangular, square, and hexagonal arrangements of identical 

spherical particles (see Fig. 1). To calculate coherent transmission and reflection coefficients 

of the PC we use the QCA. This approximation takes into account the spatial distribution of 

particles in a layer, which determines their optical interaction. The spatial distribution of par-

ticles is described by a radial distribution function. It characterizes the probability of finding 

of particle in space relative to any selected particle [5]. 
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Figure 1. Schematic presentation of unit cells of triangular (a), square (b), and hexagonal (c) 

lattices. Circles in the lattice sites represent spherical monodisperse particles. at, as, and ah are 

lattice constants for triangular, square and hexagonal lattices, respectively. 

 

To simulate the RDF of an actual PC, we first compute the dependence of the number 

of particles on distance for the ideal PC. Thereto we select the center of any particle as a 

coordinate origin and compute relative to it the amount of particle centers as the function of 

distance N(R). All particle centers located on the same distance R from the coordinate origin 

lie on a coordination sphere [5] (or circle in the case of 2D layer) with radius R=Ri. Function 

N(R)=Ni  if R=Ri, and N(R)=0 if RRi (Ni  is the number of particle centers on the coordi-

nation circle with radius Ri ). For illustration, we show function N(R) for the triangular lattice 

in Fig. 2.  

 
Figure 2. Function showing the number of particles as a function of distance for the triangu-

lar lattice. Ri is the radius of the i-th coordination circle. 

 

On the basis of the obtained N(R) function we simulate the RDF of the actual PC. We use 

the equation for calculation of the RDF of the simulated photonic crystal: 
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Here u=R/D is dimensionless distance (in particle diameters D), ρ0 is the mean surface nu-

merical concentration (i.e., the ratio of the number of layer particles to the layer area when 

the area tends to infinity) of particles, Ni is the number of particle centers on the coordina-

tion circle with radius Ri (here Ri are determined in particle diameters D). We specify parame-

ter σ as a function of distance: σ = σ(u) that determines the dispersion of the coordination 

circles radii of the simulated PC and the distance, where the RDF converges to unity. This 

distance is called the length of correlation (or the correlation length) lc. The correlation length 

of a system characterizes the scale of its spatial order. To find the minimal correlation length 
min

cl  of the PC (i.e. the minimal radius of the coordination circle in which we have to take 

into account the influence of the particle ordering on light scattering) we estimated the 

change of its concentration on distance from the coordinate origin. We reveal that min

cl of the 

PC is about several tens. We specify σ(u) so that the RDF converges to unity with distance 
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approximately equal to min

cl . We have found that function σ (u) = σ0u  can be used to simu-

late the radial distribution function in a wide range of photonic crystal parameters (σ0 is the 

“initial deviation” of radii). It allows us to simulate the RDF with good agreement with the 

experimental data [6]. The simulated RDF of the PC calculated by the Eq.(1) for the triangu-

lar lattice is displayed in Fig. 3. The results are obtained with σ(u) = σ0u, σ0 = 0.01 and the 

filling coefficient of a layer (the ratio of particle projections to the area, where they are lo-

cated) η = 0.5. The summations in Eq. (1) are implemented over the range of 10  from 

each u-point.  
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Figure 3. Simulated RDF of PC with the triangular lattice: η=0.5, σ (u)= σ0u, σ0=0.01. 

CONCENTRATION DEPENDENCES OF COHERENT TRANSMISSION AND 
REFLECTION COEFFICIENTS OF PHOTONIC CRYSTAL 

We used simulated by Eq. (1) RDFs to calculate coherent transmission Tc and reflection Rc 

coefficients of PC under the QCA[2,3]. These dependences on size parameter x=D/ 

(where D is the particle diameter,  is wavelength of incident light) for PC with the triangular 

lattice are displayed in Fig. 4 at different filling coefficients η. 
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Figure 4. Dependences of coherent transmittance Tc (left) and reflectance Rc (right) of PC 

with triangular lattice on x at different η. Particles complex refractive index m=1.4+5×10-5i. 

 

The dependences of Tc and Rc for a partially ordered layer with the same filling coeffi-

cients and particle refractive indices (as in Fig.4) are displayed in Fig. 5. The data are calcu-
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lated under the QCA using the RDF of the partially ordered layer simulated on the base of 

the Percus-Yevick approximation[3,5]. The data displayed in Figs. 4 and 5 show a dramatic 

influence of spatial ordering on coherent transmittance and reflectance of the layer. The fill-

ing coefficient of the layer has a profound influence (Fig.4) on the location and depth of the 

photonic band gap (PBG). The displayed data indicate as well, that the PBG occurs even at 

low concentrations of particles in the PC. The dependencies Tc(x) and Rc(x) of partially or-

dered layers are smooth. 

0 1 2 3 4 5 6
0,0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1,0

 =0.1

 =0.3

 =0.5  

 

T
c

x
0 1 2 3 4 5 6

0,000

0,002

0,004

0,006

0,008

0,010

0,012

0,014

0,016

0,018

0,020

0,022

 =0.1

 =0.3

 =0.5

 

 

R
c

x  

Figure 5. Dependencies of coherent transmittance Tc (left) and reflectance Rc (right) of par-

tially ordered layer on x at different η. Particles complex refractive index m=1.4+5×10-5i. 

CONCLUSION  

A method for calculation of coherent transmittance and reflectance of a PC is proposed. The 

obtained radial distribution function is in good agreement with the experimental data. The 

criterion of correlation length of the PC is derived. Calculation of coherent transmission and 

reflection coefficients of a PC and partially ordered layer were performed under the QCA. 

There is a strong difference in the concentration dependencies of transmittance and reflec-

tance of PC and partially ordered layers.  

The results can be applied to the design and fabrication of high-efficiency solar cells, 

highlight-emitting diodes, antireflection layers, extraordinary-transmitting electrodes, etc. 
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Tunable optical properties of ZnS nanoparticles 
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In this study, we synthesized ZnS nanopowders with size ranging from 2 to 200 nm by a sim-

ple, low-cost, and mass production chemical method. The nanoparticles were characterised by 

X-ray powder diffraction (XRD), Atomic force microscopy (AFM), Transmission electron 

microscopy (TEM), and UV–VIS absorption spectroscopy. From the optical response of ZnS 

nanoparticles, we estimate the band gap and dielectric permittivity. 

INTRODUCTION 

When semiconductor particles are reduced in scale to nanometer dimensions, their physical 

properties differ noticeably from those of the corresponding bulk material and depend on 

the size and the morphology of the studied structures [1, 2]. The extremely small size of these 

nanoparticles (NPs) result in quantum confinement of the photogenerated electron-hole pair. 

When the radius of the particle approaches the Bohr radius of the exciton, the quantum 

size effect becomes apparent: the energy gap increases with decreasing grain size, which 

leads to a blueshift of the optical absorption edge with respect to the bulk material [3]. In 

order to exploit these size-tuneable properties, many works have been devoted to the devel-

opment of simple methods for synthesizing semiconductor particles of various sizes in a 

controllable manner [4]. Zinc sulfide (ZnS) is an important direct wide-band-gap (Eg = 3.6 

eV at 300 K) semiconductor, which is considered important for applications such as ultravio-

let-light-emitting diodes, electroluminescent devices, flat-panel displays, sensors, and injection 

lasers [5].  

In this contribution, ZnS nanoparticles with size ranging from 2 to 200 nm were pre-

pared from an easy and economic chemical method. The synthesis of ZnS NPs was based on 

the reaction of zinc acetate and thioacetamide. The resulting mixture was heat treated at dif-

ferent temperatures. After the reaction was completed, the resulting product was collected by 

centrifuging to select a size distribution. The NPs were characterised by X-ray powder dif-

fraction (XRD), atomic force microscopy (AFM), transmission electron microscopy (TEM), 

and UV–VIS absorption spectroscopy. 

To investigate the optimal reaction condition for the fabrication of ZnS NPs, series of 

experiments have been carried out by changing the experimental parameters. We have ob-

served that the ZnS nanopowder size distribution depends on duration and temperature 

elaboration.  
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The XRD pattern of the ZnS NP elaborated at 100°C - 1H is shown in Fig. 1. The spec-

trum exhibits that ZnS is in pure cubic phase. The three diffraction peaks correspond to (1 1 

1), (2 2 0) and (3 1 1) planes, respectively. An average crystallite size of about 3 nm was esti-

mated according to the line width analysis of the (111) diffraction peak based on the Scherrer 

formula [6]. 

 

 
Figure 1. X-ray diffraction pattern of ZnS nanoparticles. 

 
From the AFM picture (Fig. 2) we observe, for the selected scan area, that the ZnS na-

noparticles are almost spherical and have diameter ranging from 20 to 100 nm.  Fig.3 shows 

the TEM image of the prepared nanopowders. It can be seen that the majority of the nano-

particles has the average size less than 10 nm and a spherical shape.   

 

     
Figure 2. AFM image of the prepared ZnS nanoparticles. 
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Figure 3. TEM image of the prepared ZnS nanoparticles. 

 

UV-VIS spectra were measured in matched quartz cells of 5 mm path length in lambda 

900 spetrophotometer. Fig. 3 is the UV–VIS absorption spectrum of freshly prepared ZnS 

NPs, which was recorded after the powder sample being dispersed in water. It shows an 

absorption peak at 323 nm (E = 3.84 eV), which is considerably blue-shifted from 340 nm 

( eV 3.65  Eg  ) for bulk zinc blende ZnS because of quantum size effect [7]. 

The resulting estimated average diameter of the nanoparticles is 3 nm, in close agree-

ment with the diameter measured from XRD studies. 

 

 

Figure 3. UV–VIS absorption spectrum of the ZnS nanoparticles. 

 

We also studied the dependence of band gap, diameter, and dielectric permittivity of 

ZnS nanoparticles on treatment parameters (temperature and duration). The direct allowed 

optical band gap of the ZnS NPs was estimated from the Tauc plot [8] according to the 

following relation:  

   )E - C(h = g

2
h  (1) 

where α, ν, C, and Eg are the molar absorption coefficient, frequency of light, an arbitrary 

constant and the band gap of the nanoparticles, respectively. The obtained gE  was fairly 
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large (4.97 – 3.84 eV) in comparison with the bulk ZnS value (3.68 eV) corresponding to 

the ZnS nanoparticle diameters of 2.7 to 10 nm, respectively. 

The dielectric permittivity ε of ZnS nanoparticles was also calculated from Wang equa-

tion [9]:  
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where E is the bulk band gap of ZnS (3.68 eV), em  and hm  are the effective mass of elec-

tron and the effective mass of the hole respectively, and R the nanoparticle radius. 

The obtained dielectric permittivity value falls in the range of 8.43 10-11 to 10.19 10-11 C2 

J-1m-1 to within a diameter of 1.6 to 2.5 nm. From our experiments we confirm that the esti-

mated permittivity ε increases with the nanoparticle diameter [7, 10].  

We also measured the light scattering for different ZnS NPs concentrations in solu-

tions. The results of these measurements permit us to determine the limits in which the opti-

cal index of ZnS water dispersed NPs can be measured precisely. 
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A brief review is presented of the main experimental techniques for studying the effects of
nonsphericity on light scattering by small particles in air.

INTRODUCTION

Small particles exist in a wide variety of scenarios ranging from the Earth atmosphere to
other planetary and cometary atmospheres in the Solar System, interplanetary medium, re-
flection nebulae, atmospheres of brown dwarfs, etc. (see Fig. 1). Those small particles play
an important role in the radiative balance of the body under study. Light scattering prop-
erties of homogeneous spherical particles can be easily computed from Lorenz-Mie theory.
However, in the majority of the above mentioned cases, the assumption of spherical par-
ticles is highly unrealistic. Some examples of such nonspherical particles are presented in
Fig. 2. Prof. van de Hulst published in 1957 his famous book Light scattering by small par-
ticles [1]. By that time it was already clear that many atmospheric and cosmic dust particles
presented nonspherical shapes. However, limitations in computational resources inhibited
reliable computations of light scattering by non-spherical particles. In the 1960's-1970's,
the microwave analog method started shedding some light on the scattering behavior of
small irregular particles [2, 3]. Meanwhile, first attempts in the visible part of the spectrum
were made to experimentally obtain all 16 elements of the 4×4 scattering matrix of irregular
particles [4, 5].

Nowadays, even with ever-increasing computer power and sophistication of algorithms,
the characterization of small irregular particles from the observed scattered light remains an
extremely difficult task due to the complicated morphology of these particles. Consequently,
controlled experimental studies of light scattering by irregular dust particles remain a unique
and indispensable tool for interpreting space- and ground-based observations. In addition,
combination of measurements with powerful simulationmethods allows us to evaluate mod-
els used to calculate scattering properties of nonspherical particles (e.g. [6--9] ). Once the
model is tested, we can perform calculations for certain physical properties of the particles
or wavelengths for which experiments are highly difficult or not possible at all.

LIGHT SCATTERING EXPERIMENTS

There are various approaches to study the light scattering by irregular mineral particles. The
microwave analog experiment is based on the fact that two particles that only differ in size
have the same scattering properties if their ratios of size and wavelength are the same. Thus,
for this type of measurements a centimeter-sized scattering target with the refractive index
and shape of interest is manufactured. Microwave radiation is then scattered by this object

∗Corresponding author: Olga Muñoz (olga@iaa.es)
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Figure 1. Dust storm sweeps from Africa over the Atlantic (top). Image courtesy Norman
Kuring, SeaWifs Project. HST picture of Mars (Bottom left panel), Credit: NASA, ESA,
The Hubble Heritage Team (STScI/AURA), J. Bell (Cornell University) andM.Wolff (Space
Science Institute); HST image of The Pleiades, one of the nearest examples of a reflection
nebula (bottom right panel).

and the results are extrapolated for other wavelengths by keeping the ratio of size and wave-
length fixed [2, 3, 10]. The main advantage of this technique is the high control over the
shape, size and refractive index of the particle under study. However, the main drawback
of microwave measurements is that they can only be performed for one size, shape, and
orientation at a time. Therefore, the simulation of a realistic sample of particles in random
orientation is almost an impossible task.

Another approach is to let a beam of light be scattered by an ensemble of randomly
oriented particles and measure the phase function and/or degree of linear polarization for
incident unpolarized light [11--16] , or preferably the full scattering matrix as a function of
the scattering angle [4,5,17--23] . The latter approach presents some advantages. For in-
stance, the complete scattering matrix is needed to perform multiple scattering calculations
in scattering media such as planetary atmospheres and circumstellar disks. Moreover, mea-
suring all elements of the scattering matrix help us in identifying errors in the electronics or
in the alignment of the optics involved in the experiment since all theoretical relationships
valid for the elements of the scattering matrix [24] can be applied for tests.

Some measurements performed with various instruments will be presented at the con-
ference to show what can we learn about small irregular particles from laboratory measure-
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ments.

Figure 2. Scanning Electronic Microscope images of different small particles: volcanic
ash from Mount Spurr volcano (top panel), desert dust from the Sahara (bottom left
panel) (Amsterdam Light Scattering Database), right bottom panel example of an inter-
planetary dust particle collected at high altitude in the atmosphere of the Earth. Courtesy:
NASA/JSC/CDLF.

Acknowledgments: It is a pleasure to thank Joop W. Hovenier for fruitful suggestions on
a previous version of this abstract.
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[23] O. Muñoz et al. The new IAA Light scattering apparatus. JQSRT 111 (2010).
[24] J.W. Hovenier, C.V.M. van der Mee and H. Domke. Transfer of polarized light in planetary

atmospheres: Basic concepts and practical methods. Kluwer Springer, Dordrecht (2004).

185



Laboratory measurements at IAA O. Muñoz et al. ELS'XII

Experimental determinaƟonof scaƩeringmatrices of dust
parƟcles at visiblewavelengths: IAA light-scaƩering apparatus

O. Muñoz∗, F. Moreno, and D. Guirado

InsƟtuto deAstrof́ısica deAndalućıa, CSIC, Glorieta de la Astronomı́a s/n, 18080Granada, Spain.

We present a new laboratory apparatus for measuring the complete scattering matrix as a
function of the scattering angle of aerosol particles. The measurements can be performed at
the wavelengths of 483, 488, 520, 568, or 647 nm in the scattering angle range from 3◦ to
177◦. The accuracy of the system has been tested by comparison of the measured scattering
matrices for water droplets with results of Lorenz-Mie calculations for homogeneous spheri-
cal water droplets. The apparatus is devoted to experimentally studying the angle-dependent
scattering matrices of dust samples of astrophysical interest. Moreover, there is a great interest
in measuring aerosol samples that can affect the radiative balance of the Earth's atmosphere
such as desert dust, volcanic ashes, and carbon soot particles.

INTRODUCTION

The study of the scattering behavior of irregular mineral particles is of great importance in
many different fields. In particular, irregular dust particles play an important role in the study
of the Solar System, especially as far as planetary atmospheres and minor bodies are con-
cerned [1]. If we want to properly interpret space- and ground-based observations we need
to know the scattering properties of such irregular mineral particles. For that purpose an ex-
perimental apparatus was built in the 1980s in the group of J.W. Hovenier in Amsterdam (see
e.g. [2]). In this paper, we present an improved descendant of the Dutch experimental ap-
paratus recently constructed at the Instituto de Astrof́ısica de Andalućıa (IAA) in Granada,
Spain [3].

EXPERIMENTAL APPARATUS AND CALIBRATION MEASUREMENTS

In short, to measure the scattering-matrix elements, we use a number of different optical
components such as polarizers, a quarter-wave plate, and an electro-optic modulator. These
components are used to manipulate the polarization state of light. By using eight different
combinations for the orientation angles of the optical components, and assuming reciprocity
of the sample, all scattering-matrix elements are obtained as functions of the scattering angle
[2]. In the new apparatus, the detectors have been designed so that the blockage of the laser
beam at positions close to the forward and backward directions is minimized. This allows us
to extend the scattering-angle range of the measurements to 3-177◦. Moreover, the accuracy
of the measurements at small and large scattering angles has been improved by including in
the measuring/reduction process corrections for the background signal. Additionally, we
have extended the number of wavelengths of the incident light (λ). In the IAA apparatus,
we use a tunable Argon-Krypton laser (483, 488, 520, 568, and 647 nm) as a light source. A
detailed description of the instrument and reduction process can be found in [3].

∗Corresponding author: Olga Muñoz (olga@iaa.es)
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The accuracy and reliability of the instrument is tested by comparing the measured scat-
tering matrices of water droplets at 488 nm, 520 nm, and 647 nm with Lorenz-Mie calcu-
lations for a distribution of homogeneous water droplets. For the Lorenz-Mie calculations,
we assume a log-normal size distribution as defined by [4]. The refractive index of water is
assumed as a fixed parameter at the three studied wavelengths (m=1.33-0.0i). The method
to find the best-fitted values for rg and σg that define the log-normal size distribution, is
based on the downhill simplex method of Nelder and Mead [5], particularly the FORTRAN
implementation described in the Numerical Recipes book [6], subroutine AMOEBA. The
method is independently applied to fit the F11(θ) and −F12(θ)/F11(θ) at the 3 studied
wavelengths, namely 488, 520, and 647 nm. The averaged values obtained from the best fits
for the six studied functions give a value of σg = 1.50± 0.04 and rg = 0.80± 0.07 µm.
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Water droplets measurements and calculations 

Figure 1. Measured scattering matrix for water droplets at λ=488 nm (circles) and 647
nm (triangles). Solid and dashed lines correspond to results of Lorenz-Mie calculations at
488 nm and 647 nm, respectively, for a log-normal size distribution (rg = 0.84 µm, and
σg=1.5). Errors are presented by bars that sometimes are not seen because they are smaller
than the symbols.

As an example, in Fig. 1, we present the measured and calculated scattering matrices
as functions of the scattering angle at λ = 488 nm and 647 nm. The measured and cal-
culated F11(θ) are plotted on a logarithmic scale and normalized to 1 at 30◦. The other
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matrix elements are plotted relative to F11(θ). We refrain from showing the four element
ratios F13(θ)/F11(θ), F14(θ)/F11(θ), F23(θ)/F11(θ), and F24(θ)/F11(θ), since we ver-
ified that these ratios do not differ from zero by more than the error bars, in accordance
with Lorenz-Mie theory. The measurements satisfy the Cloude coherency matrix test (see
e.g. [7]) at all measured scattering angles. As shown, the water droplets measurements show
an excellent agreement with the Lorenz-Mie computations over the entire angle range at
the two presented wavelengths. The experimental data exhibit the typical behavior of a
distribution of homogeneous spherical particles, i.e., F22(θ)/F11(θ) is equal to unity at all
scattering angles. In addition, the F33(θ)/F11(θ) and F44(θ)/F11(θ) ratios are identical to
one another at all scattering angles.

SCATTERING MATRICES FOR A SAMPLE OF WHITE CLAY PARTICLES

As an example of measurements with dust particles, in Fig. 2, we present the measured
scattering-matrix elements as a function of the scattering angle of a sample of white clay
particles. The measurements are performed at 488 and 647 nm. The scattering matrices
fulfill the Cloude coherency matrix test within the experimental errors at all measured scat-
tering angles (see e.g. [7]). The size distribution of the sample has been measured by a
Mastersizer 2000, Malvern instruments. The retrieved size distribution parameters based on
diffraction are reff = 1.39 µm and veff=1.56 [4]. As mentioned above, the measured phase
functions are normalized to 1 at 30◦. The measured scattering matrix elements present
the typical behavior of irregular mineral particles (see e.g. [8] and the Amsterdam Light
Scattering Database, www.astro.uva.nl/scatter). The measured F11(θ) elements present a
strong forward peak and almost no structure at side- and backscattering angles. The degree
of linear polarization for unpolarized incident light, −F12(θ)/F11(θ), presents the typi-
cal bell-shape with a maximum around 90◦ and a negative branch at large scattering angles.
The F44(θ)/F11(θ) ratios are larger than the F33(θ)/F11(θ) at scattering angles larger than
100◦, whereas the F22(θ)/F11(θ) ratio is different from unity at nearly all measured scat-
tering angles.

When comparing the measurements at the two studied wavelength we observe that the
maximum of the degree of linear polarization increases when increasing the wavelength of
the incident light, i.e., the smaller the size parameter, the higher the maximum of the de-
gree of linear polarization. Moreover, the measured F22(θ)/F11(θ) ratio at 647 nm shows
the highest values at almost all measured scattering angles. In contrast, the F33(θ)/F11(θ),
F34(θ)/F11(θ), and F44(θ)/F11(θ) ratios do not seem to show any significant differences
at the two wavelengths studied. Similar wavelength dependence showed up in the previ-
ous measurements performed in Amsterdam with red and green clay particles ([8, 9] and
http://www.astro.uva.nl/scatter).
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We introduce the stochastic geometry of a Gaussian random ellipsoid (GE) and, with the
discrete-dipole approximation, carry out preliminary computations for light scattering by
wavelength-scale GE particles. We compare the scattering characteristics of GE particles
to those of perfect ellipsoids.

INTRODUCTION

Natural small particles may exhibit irregular shapes with preferential elongation or flattening.
Here the shapes of such irregular small particles are modeled using the stochastic geometry
of what we call a Gaussian random ellipsoid (GE). GE is a natural extension for the Gaussian
random sphere (GS; e.g. [1, 2]) andGE transforms to GS in the limit of vanishing elongation
and flattening.

Scattering properties for GE particles are studied here with the discrete-dipole approxi-
mation. DDA is a flexible method for numerical solution of scattering by irregular particles
(e.g. [3]). We utilize the Amsterdam DDA code by Yurkin et al. [4]. In what follows,
we introduce the stochastic geometry for GE. We then proceed to present the first DDA
computations for scattering by GE particles.

GAUSSIAN RANDOM ELLIPSOID

In GE, lognormal height statistics are imposed on a base ellipsoid along the local normal
direction. As compared to GS, GE introduces two additional shape parameters: the axial
ratio b : a or, equivalently, the elongation (a− b) : a; and c : b or the flattening (b− c) : b.

The ellipsoidal base geometry raises fundamental issues concerning the homogeneity of
the superimposed statistics. In GS, the great-circle distance utilized in the correlation of two
radial distances can be interpreted in two ways: first, the distance can be taken literally as the
great-circle angle between the two points; second, it can be unambiguously mapped to the
Cartesian distance for the two points on the base sphere. In a corresponding way for GE,
the distance between two points on the base ellipsoid can be measured along the geodetic
line connecting the points or as the Cartesian distance between the points. In the present
context, we utilize the Cartesian distance in correlating heights on the base ellipsoid.

Due to the requirement of height variation along the local normal vector, further con-
straints must be introduced for the mean height corresponding to the mean radial distance
in GS. We define the mean height h to coincide with the minimum radius of curvature for
the base ellipsoid with semiaxes a, b, and c. This implies that the single center point of GS

*Corresponding author: Karri Muinonen (karri.muinonen@helsinki.fi)
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Figure 1. Sample Gaussian ellipsoids with a : b : c = 1 : 0.7 : 0.6, σ = 0.05, and
ℓ = 0.2.

evolves into a surface of center points for GE (note that this surface is not ellipsoidal in
shape). In summary, the position of any point on a sample GE can be expressed as

r(ϑ, ϕ) = rE(ϑ, ϕ) + h

[
exp

(
s(ϑ, ϕ)− 1

2
β2

)
− 1

]
n(ϑ, ϕ), (1)

where ϑ, ϕ are the polar and azimuthal angles of the spherical coordinate system, rE(ϑ, ϕ)
andn(ϑ, ϕ) denote the local position and unit outward normal vectors on the base ellipsoid,
respectively, s is the logarithmic height and aGaussian random variable, and β is the standard
deviation of s. The relative variance of heights is σ2 = exp(β2)− 1. Note, in particular,
that r(ϑ, ϕ) no longer points in the direction specified by the spherical coordinates ϑ, ϕ.

RESULTS AND DISCUSSION

We compute scattering matrices for GE particles with size parameters ka = 3 or ka = 6,
complex refractive index m = 1.55 + i0.001, standard deviation σ = 0.05, correlation
length ℓ = 0.2 in a Gaussian correlation function Cs(d) = exp(−1

2
d2

ℓ2
) (d is the Cartesian

distance between two points on the base ellipsoid), and axis ratio a : b : c = 1 : 0.7 : 0.6
(see Fig. 1 for sample shapes). The scattering characteristics are ensemble-averaged over 100
GE realizations and the scattering characteristics are orientation averaged over 242 different
orientations for each realization. The scattering volume is discretized into 32× 32×32=
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Figure 2. Ensemble-averaged angular scattering characteristics for GE particles with base-
ellipsoid axial ratio a : b : c = 1 : 0.7 : 0.6 and complex refractive indexm = 1.55+i0.001
using Discrete-Dipole Approximation: a. Scattering-matrix elementS11; b. Degree of linear
polarization −S21/S11; c. S22/S11; d. S33/S11; e. S34/S11; f. S44/S11. Four cases are
shown: I. GE with ka = 3 (solid line); II. GE with ka = 6 (solid line); III. base ellipsoid
with ka = 3 (dashed line); IV. base ellipsoid with ka = 6 (dashed line).
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32768 cubic cells for ka = 3 or into 64×64×64= 262144 cells for ka = 6, well within
the validity criteria of DDA.

Fig. 2 illustrates the results of the scattering computations. The GE particles exhibit
overall angular characteristics commonly encountered in scattering experiments for small
particles as well as numerical computations for other irregular particles. The scattering-
matrix element S11 shows the precursor of the forward diffraction pattern as well as in-
creased backward scattering. The increased backward scattering can also be envisaged as a
deepminimum next to the backward scattering direction caused by a destructive interference
(e.g., [5]). The degree of linear polarization −S21/S11 shows clear negative polarization at
intermediate scattering angles (cf. [6]) as well as pronounced branches of negative polariza-
tion near backscattering. The remaining scattering patterns S22/S11, S33/S11, S34/S11,
and S44/S11 also resemble those obtained for GS particles.

Comparison to scattering by regular base ellipsoids shows that adding irregularity on the
base ellipsoid results in smoothing of all angular patterns. The scattering-matrix elements
S11 are quite similar for randomly oriented base ellipsoids and Gaussian ellipsoids. Of all the
angular patterns, the degree of linear polarization −S21/S11 appears to be most sensitive
to the surface irregularities.

CONCLUSION

In the future, we will develop a Gaussian random ellipsoid where the correlation is measured
along the geodetic line on the ellipsoid. In addition, the Gaussian-ellipsoid geometry can
turn useful in physical studies of small solar-system bodies.

The direct problem of light scattering involves the computation of scattering by small
particles with varying size, shape, and refractive index or optical properties in general. The
inverse problem concerns retrieving particle properties based on observations or laboratory
measurements of their scattering and absorption properties. We envisage that the Gaussian
random ellipsoid can become a useful tool for irregular small particles in inverse problems.
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We study coherent backscattering of light by a spherical random medium of spherical parti-
cles. Tentatively, the multiple-scattering theory composed of radiative transfer and coherent
backscattering (RT-C) reproduces the exact electromagnetic solution available from the su-
perposition T -matrix method for a specific microscopic medium. RT-C has promising future
prospects, as it is capable of extending the electromagnetic solutions from microscopic to
macroscopic scales.

INTRODUCTION
Atmosphereless solar-system objects exhibit two ubiquitous light-scattering phenomena at
small solar phase angles (Sun-object-observer angle α): first, the opposition effect in the
intensity of scattered sunlight; and, second, the negative degree of linear polarization (I⊥−
I∥)/(I⊥+I∥), where I∥ and I⊥ denote the intensity components parallel and perpendicular
to the scattering plane defined by the Sun, the object, and the observer.

In order to compute multiple scattering by a complex random medium of spherical
scatterers, a radiative-transfer coherent-backscattering method (RT-C) has been presented
in [1, 2]. In continuation of the studies in [3], we apply RT-C to the computation of the
scattering properties for a specific spherical medium of spherical particles already treated
using the superposition T -matrix method in [4]. We close by discussing the results and
future prospects of RT-C.

RADIATIVE TRANSFER WITH COHERENT BACKSCATTERING
Our RT-C method is based on Monte Carlo ray tracing [1, 2], where coherent backscattering
is computed alongside radiative transfer (RT) with the help of the reciprocity relation of
electromagnetic scattering in the exact backscattering geometry. Typical for Monte Carlo
ray-tracing methods, it is fairly straightforward to extend RT-C to differing geometries of
the random medium.

RESULTS AND DISCUSSION
We have carried out multiple-scattering computations for finite, spherical random media of
spherical particles using RT-C, concentrating on a specific case studied earlier byMishchenko
et al. [4] using the superposition T -matrix method. The size parameter of the constituent
spherical particles is x = 2 and the volume density of the medium is v = 6.25% (this
corresponds to the value of 7.3% documented in [4]). Two cases have been studied in
detail: first, the complex refractive index of the constituent particles is m = 1.31 and the
radius of the spherical medium is kR = 40, where k is the wave number andR is the radius

*Corresponding author: Karri Muinonen (karri.muinonen@helsinki.fi)
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Figure 1. Multiple scattering by spherical media with volume densities v = 6.25% and
varying size parameters kR (k is the wave number) composed of spherical particles with size
parameters x = 2: a. normalized scattering phase function P11/P11(0); b. degree of linear
polarization P = −P21/P11; c. linear polarization ratio µL; and d. circular polarization
ratio µC. Three sets of curves are shown: I. Radiative-transfer coherent-backscattering
(RT-C; solid line) and radiative-transfer solutions (RT; dotted line; normalized with the RT-
C P11(0) in the denominator) for kR = 40 and complex refractive index m = 1.31; II.
Orientation-averaged superposition T -matrix solution for a single medium with kR = 40,
v = 6.25%, andm = 1.31 (dashed line); and III. RT-C and RT solutions (solid and dotted
lines) for kR → ∞ andm = 1.31 + i0.01.
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of the medium; second, m = 1.31 + i0.01 and kR = 107 (corresponding to kR → ∞).
We traced 105 rays in the Monte Carlo computations that required several tens of hours of
single-processor computing time on a modern work station.

Figure 2. As in Fig. 1 for the full range of phase angles.

Figures 1 and 2 show the RT-C and RT results for the scattering phase matrix element
P11 (the scattering phase function), degree of linear polarization for incident unpolarized
light P = −P21/P11, linear polarization ratio µL = (P11 − P22)/(P11 + 2P21 + P22),
and circular polarization ratio µC = (P11 + P44)/(P11 − P44) as a function of the phase
angle α. We note that the results by Mishchenko et al. [4] are based on a single realiza-
tion of a spherical medium of randomly distributed spherical particles with averaging over
orientations.

Overall, RT-C succeeds in reproducing the scattering characteristics of the spherical
medium with size parameter kR = 40 from zero phase angle to the rise of the diffraction
pattern (α ≈ 160◦). This is particularly remarkable as the scattering medium is micro-
scopic in size with a moderate volume density of 6.25%. For α < 160◦, no other multiple-
scattering configurations or interference mechanisms appear to be of significance equal to
that of coherent backscattering.

Comparing RT-C and RT shows that, in the present case, coherent backscattering is

196



Helsinki 2010 K. Muinonen & E. Zubko Coherent backscaƩering

significant even for α > 20◦. Based on additional computations, the angular widths of the
coherent-backscattering phenomena are rather insensitive to the volume density because of
the forward-scattering tendency of the constituent spheres. It is seen that increasing the
size of the medium by more than a factor of 2× 105 does not cause qualitative differences
in the degree of polarization. There are, however, large quantitative differences between
all the angular patterns for the media of kR = 40 and kR → ∞, showing that there is
considerable amount of further development work needed for the superposition T -matrix
method. Different RT-C and RT levels for large phase angles α > 30◦ suggests that further
work is needed to improve the numerical accuracy of the Monte-Carlo computations.

There is an extensive amount of future work needed to compare the RT-C and super-
position T -matrix methods. Studies can be carried out to find the limits of applicability for
RT-C in terms of volume density and medium size. For example, RT-C works for media
composed of a single sphere and 500 spheres and it appears mandatory to map the applica-
bility in between. The success of RT-C for finite media of particles calls for a corresponding
treatment for compact particles. In this spirit, initial studies were carried out for the so-called
exploding particle by Zubko et al. [5] using the discrete-dipole approximation (DDA). DDA
can be utilized, in particular, to study the role of the near fields in scattering by aggregates
where the spherical particles are in contact with one another.

RT-C is currently being applied to derive lunar single-scattering, volume-density, and
surface-roughness characteristics [6]. RT-C can be optimized via parallelization of theMonte
Carlo computation. In the longer term, the methods can be extended to the computation
of multiple scattering by random media of nonspherical scatterers.

Acknowledgments: We are thankful to M. I. Mishchenko for a constructive review and to
J. M. Dlugach for providing us with the superposition T -matrix computations.
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The shape and size of nanoparticles can be tuned through chemical synthesis parameters, 

which results in a variety of morphologies. The electromagnetic response of highly anisotropic 

metallic nanoparticles on external stimuli (light and fast electrons) has been modelled using a 

full 3D boundary element method. A good agreement between numerical calculations and 

experimental spectra has been obtained. 

INTRODUCTION 

The last years have witnessed a tremendous increase in research activity on the behavior of 

electromagnetic fields at nanometer scales. In this context, the collective excitations that are 

sustained by valence electrons in a nanostructured metal, also known as plasmons, can play a 

leading role because they can be understood as a hybrid of electromagnetic energy and ener-

gy deposited on the metal electron gas. This leads to extreme localization of the electromag-

netic field with resonances that happen to be in the visible and near-infrared for metals, such 

as gold and silver. The localization goes down to regions of a few nanometers, much smaller 

than the free-space light wavelength, in the range of hundreds of nanometers or a few mi-

crons. Accompanying this effect, the electric field undergoes a large enhancement in intensity 

that is being used for applications as diverse as bio-sensing and information-processing [1]. 

All of the above is favored by the availability of new techniques of fabrication, and most 

notably colloidal chemistry and nanolithography. Advances in the understanding of light 

interaction with nanostructured materials have been produced with strong collaboration 

between theory and experiment, and new methods of simulation of the electromagnetic field 

in this context are still needed to cope with the ever increasing complexity of new geometric-

al designs. The experimental study of the optical response of nanostructured materials relies 

largely on the ability to address the near field with good resolution in space and energy. Near-

field scanning optical microscopy, electron-energy loss spectroscopy, and cathodolumines-

cence are the most promising techniques in this respect. In this work, the optical response of 

metallic nanoparticles to external sources (light or fast electrons) is computed numerically 

using the full 3D boundary element method (BEM-3D). 

                                                      
* Corresponding author: Viktor Myroshnychenko (viktor@io.cfmac.csic.es) 
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RESULTS AND DISCUSSION 

It was recently shown that the shape and size of gold nanoparticles can be tuned through 

chemical growth in N,N-dimethylformamide (DMF) that results in transition between nearly 

cylindrical nanorods and perfect octahedrons with a few intermediate morphologies between 

them, such as rods with close to square cross section and sharp tips at their ends [2]. It is 

crucial to monitor the evolution of optical response of these nanoparticles. Figure 1 shows a 

comparison between BEM calculation and experimental optical spectra for selected interme-

diate stages in the growth evolution. The TEM images of the particles are plotted in the bot-

tom part of Fig. 1. The extinction spectrum of the initial nanorod dispersion displays a longi-

tudinal surface plasmon (SP) mode and weak transverse. During the process, the longitudinal 

SP mode gradually blue-shifts, while the transverse red-shifts and gets significantly enhanced. 

Eventually, both bands merge into a single band. Obviously, observed spectral evolution 

arises from morphological changes of the particles that result in a steady decrease of the par-

ticle aspect ratio but also sharpening and formation apexes. A good agreement between nu-

merical calculation (solid curves) and experiment obtained using a Cary 5000 UV-Vis-NIR 

spectrophotometer (dotted curves) is observed [3-4]. 
 

 
Figure 1. Comparison between measured (dotted curves) and BEM-3D calculations (solid 

curves) of the optical extinction spectra of gold particles immersed in DMF and obtained at 

intermediate steps during the growth process from circular nanorods to octahedral particles. 

The experimental optical spectra are scaled to match the calculated value at 400 nm. TEM 

images of the particles are shown in the bottom part of the figure. The scale bars equal 25 nm. 
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Figure 2a shows the calculated optical extinction spectra of an individual Au nanorod 

(length/diameter, 176/22 nm) [5]. The interaction between the rod and incident light with 

electric field polarized along (solid curve) and perpendicular (dotted curve) to the rod long 

axis produces strong light excitation assisted by three respective SP modes (A, C, and D). 

The mode A is a longitudinal mode excited by parallel polarization and involving an induced 

dipole dominating along the rod axis, whereas mode D couples to the transversal polarization 

with an induced dipole perpendicular to that axis. They are dipole-driven SPs. Mode C is a 

higher-order longitudinal mode. Interestingly, a second-order longitudinal mode B cannot be 

excited by external light either with electric field polarized along or perpendicular to the rod 

long axis due to its symmetry; i.e., it has two nodes along the rod, rather than one, as the first-

order longitudinal mode. In contrast, the plane wave moving toward the direction of polar 

angles (30, 40) with polarization given by angles (20, 30) (dashed curve) can excite this mode. 

 
Figure 2. (a) Total scattering cross section as a function of energy for Au nanorod (length/ 

diameter, 176/22 nm). The incident-light electric field is parallel (solid curve) and perpendi-

cular (dotted curve, multiplied by 3 to improve readability) to the rod axis. The dashed curve 

corresponds to a plane wave moving towards the direction of polar angles (30, 40) with pola-

rization given by angles (20, 30). (b) Calculated electron energy loss probability for locations 

I (solid curve) and II (dotted curve) of the electron beam relative to the rod under grazing 

incidence with respect to its surface. The loss probability is given per incoming electron 

and per electronvolt for a given lost energy. (c) Experimental counterpart of (b). 



Helsinki 2010 V. Myroshnychenko et al. Scattering by nanoparticles 

 

 201 

 

Figures 2b and 2c show numerical (BEM3D) and experimental (obtained using a scan-

ning transmission electron  microscope, FEI Tecnai F20, operated at 200 keV and equipped 

with a Wien-filter electron monochromator) electron energy loss spectra for an incident elec-

tron beam at locations I and II relative to the nanorod, in grazing incidence with respect to 

the nanoparticle surface. Probing the nanorod with electron beam also leads to the same SP 

excitations induced by optical illumination. The measured spectral positions of the SP modes 

(Fig. 2c) are in agreement with those obtained from numerical calculations (Fig. 2a,b). Ob-

viously, the electron beam can excite bright SP modes as optical illumination does.  

CONCLUSIONS 

We have developed a 3D boundary element method to describe the electromagnetic re-

sponse of metal nanoparticles with arbitrary morphologies. The method is computationally 

efficient and presents several advantages with respect to other currently used methods. We 

have calculated optical and electron energy loss spectra for different metallic nanoparticles 

and illustrated examples in which theory gives predictive results. 
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We analyze the single-scattering albedo and phase function, local surface roughness and re-
golith porosity, and the coherent backscattering, single scattering, and shadowing contribu-
tions to the opposition effect for specific lunar mare regions imaged by the AMIE camera
onboard the ESA SMART-1 spacecraft.

INTRODUCTION
The Moon exhibits an opposition effect [1, 2], that is, a nonlinear increase of disk-integrated
brightness with decreasing solar phase angle, the angle between the Sun and the observer
as seen from the object. Whereas the opposition effect is a ubiquitous phenomenon for
atmosphereless solar-system objects at large, the lunar opposition effect is of particular sig-
nificance as we can witness the brightness of the full Moon with our own bare eyes. In the
opposition night, the Moon is roughly twice as bright as in the nights just before and after
the opposition.

The lunar opposition effect lacks a widely accepted physical explanation. It has been
traditionally explained by mutual shadowing among regolith particles (sizes of several tens
of microns; shadowing mechanism SM) large compared to the wavelength of incident light:
the particles hide their own shadows at exact opposition (see [3]). Recently, the coherent-
backscattering mechanism (CBM) has been introduced to explain the opposition effect (e.g.,
[4, 5, 6]). CBM is a multiple-scattering interference mechanism, where reciprocal waves
propagating through the same scatterers in opposite directions always interfere construc-
tively in the backward-scattering direction but with varying interference characteristics in
other directions.

In what follows, we extract the effects of the stochastic geometry from the SMART-
1 AMIE lunar photometry ([7]) and, simultaneously, obtain the volume-element scattering
phase function of the lunar regolith locations studied. The volume-element phase function
allows us to constrain the physical properties of the regolith particles.

*Corresponding author: Karri Muinonen (karri.muinonen@helsinki.fi)
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OBSERVATIONS
We include four different lunar mare regions in our study (Fig. 1). Each of these regions
covers several hundreds of square kilometers of lunar surface. When selecting the regions,
we have required that they have been imaged by AMIE across a wide range of phase angles
(α), including the opposition geometry. The phase-angle range covered in total is 0-109◦,
with incidence and emergence angles (ι and ϵ) ranging within 7-87◦ and 0-53◦, respectively.
Overall, 220 images are used for the present study. The pixel scale varies from 288 m down
to 29 m during the extended mission phase ended by the SMART-1 spacecraft crashing into
the lunar surface. The dataset represents, to our best knowledge, one of the largest phase-
angle coverages of specific lunar regions to date. Off-nadir-pointing observations made of
these regions allowed for the extensive phase-angle coverage. The clear (or panchromatic)
filter was chosen for the present study as it provides the largest field of view and is currently
the best-calibrated channel. Large craters and albedo anomalies were excluded from the
analysis.

Figure 1. The lunar regions observed by AMIE and analyzed in the present study over-
laid on the Clementine albedo map: 1) Oceanus Procellarum, around Reiner Gamma; 2)
Oceanus Procellarum, between Mons Rümker and the Mairan crater; 3) Mare Imbrium,
north of Copernicus crater; and 4) Mare Serenitatis.

THEORETICAL METHODS
We account for shadowing due to surface roughness and mutual shadowing among the re-
golith particles with ray-tracing computations for densely packed particulate media with a
fractional-Brownian-motion interface with free space. The shadowing modeling allows us
to derive the hundred-micron-scale volume-element scattering phase function for the lunar
mare regolith. We explain the volume-element phase function by a coherent-backscattering
model, where the single scatterers are the submicron-to-micron-scale particle inhomogeneities
and/or the smallest particles on the lunar surface. We express the single-scatterer phase
function as a sum of three Henyey-Greenstein terms, accounting for increased backward
scattering in both narrow and wide angular ranges.

RESULTS AND DISCUSSION
In order to derive the lunar mare volume-element phase function, a best-fit solution to
the photometric measurements with phase angles greater than 10◦ was sought from the
computed scattering models using Monte-Carlo minimization techniques. The effects due
to different values of packing density v, Hurst exponent H and standard deviation σ in
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fractional-Brownian-motion rough surface model were small but noticeable. After the fit,
the first-order approximation for the volume-element phase function was obtained by di-
viding the observational data with the model data (Fig. 2).

The most notable result of the comparison of the photometric measurements and nu-
merical modeling is the inability of SM to explain the intensity surge near the opposition.
Even for the most porous media considered in the study, v = 0.2, SM cannot explain the
behavior of the intensity as a function of decreasing phase angle when α < 10◦.

The lunar volume-element phase function exhibits a pronounced narrow backscattering
enhancement branch that can be assigned to multiple interactions between single scatterers
within the volume element. We point out that the related multiple scattering is presently
included in what we call the lunar volume-element phase function representing a scattering
volume large enough to give rise to coherent-backscattering effects.

In what follows, we present a heuristic scalar coherent-backscattering modeling of the
lunar volume-element phase function (see [8]). We fix the radius of the spherical medium
at a = 60 µm, resulting in a volume roughly equivalent to that of a cubic medium with an
edgelength of 100 µm. Fig. 2 shows the best-fit coherent-backscatteringmodel (rms-value of
0.06) with a variation envelope (models with rms-values less than 0.1) among a sequence of
models for spherical media of scatterers mimicking the volume element in the lunar surface.

In the modeling, we require that the resulting lunar mare geometric albedos be within
[0.1, 0.2] and that the resulting volume-element Bond albedos be within [0.3, 0.6]. Such
Bond albedos are comparable to the corresponding albedos measured in the laboratory for
relevant single particles large compared to the wavelength [9]. The geometric albedos for
the mare regions were estimated from the study by [10] and from the characteristics of the
AMIE camera.

We obtained acceptable volume-element scattering characteristics using single-scattering
albedos ω̃ ∈ [0.7, 0.8], extinction mean free paths kℓ = 60, 90, 120, . . . , 300 (k = 2π/λ,
where λ is the wavelength), and a triple Henyey-Greenstein single-scattering phase function
with total asymmetry parameter g ≈ 0.6. For the forward and backward-scattering H-
G terms, g1 = 0.8 and g2 = −0.2, respectively, with a weight factor of w1 = 0.8 for
the former part. For the third H-G term describing narrow backscattering enhancement,
g3 = −0.9 with its weight fixed so as to obtain an enhancement by a factor of 1.5 over the
value given by the first two H-G terms in the backward-scattering direction.

CONCLUSIONS
Based on the present theoretical modeling of the lunar photometry from SMART-1/AMIE,
we conclude that most of the lunar mare opposition effect is caused by coherent backscatter-
ing and single scattering within volume elements comparable to lunar particle sizes, with only
a small contribution from shadowing effects. We thus suggest that the lunar single scatterers
exhibit intensity enhancement towards the backward scattering direction in resemblance to
the scattering characteristics experimentally measured and theoretically computed for real-
istic small particles.

Further interpretations of the lunar volume-element phase function will be the subject
of near-future research involving the refinement of the aforedescribed ratioing of the obser-
vations and the theoretical model.
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Figure 2. The lunar mare volume-element phase function as obtained from the multiangu-
lar AMIE photometry of the mare regions fitted using the fBm-particulate-medium model
with H = 0.4, σ = 0.06, and v = 0.35 and the corresponding coherent-backscattering
modeling. Triple Henyey-Greenstein single-scattering phase functions give rise to coherent-
backscattering peaks capable of matching the observations. We show the best-fit coherent-
backscattering model as well as a variation envelope resulting from our simulations.

We find that it is possible to derive information about submicron-to-micron-scale sur-
face properties based on multiangular imaging of the target areas. We put forward a novel
method where the stochastic surface geometry is derived from the imaging data, whereafter
the reduced data allow the derivation of information on the small-scale physical properties.
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ScaƩering of light by mineral-dust parƟcles much larger
than the wavelength
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We use a modified ray-optics code RODS (Ray Optics with Diffuse and Specular interactions)
and laboratory-measured Mueller matrices to study light scattering by dust particles much
larger than the wavelength. The rough-surface treatment of the RODS model allows us to
reproduce the measured scattering matrices very well, except for the phase function. Sur-
face roughness is found to decrease the asymmetry parameter and increase the single-particle
albedo.

INTRODUCTION

Mineral dust is an important component in the Earth's atmosphere, its impacts ranging from
direct radiative effects to fertilizing oceans and rain forests, and acting as freezing nuclei for
ice clouds. In addition, mineral-dust particles are found in great abundance in, e.g., the
Martian atmosphere and regoliths of many Solar-system bodies.

Accurate optical modeling of these particles is very challenging especially when they
are larger than the wavelength [1]. One of the complicating factors is the presence of
wavelength-scale surface roughness that cannot be explicitly accounted for in traditional ray
tracing. Earlier, surface-roughness effects have been studied, e.g., by [2] and [3], using an ad
hoc Lambertian modification to ray optics. Here we test whether a physically more rigorous
RODS model (Ray optics with Diffuse and Specular interactions) introduced by [4] could
account for the surface-roughness effects realistically. To this end, a laboratory-measured
Mueller matrix of Libyan sand, provided by [3], is used as a reference to which RODS simula-
tions based on the actual, measured size distribution are compared. The Libyan sand sample
has an effective radius reff = 125 µm and effective variance νeff = 0.15, guaranteeing that
all dust particles are in the ray-optics domain at visible wavelengths.

MODELING APPROACH

The RODS model consists of geometric-optics and diffraction parts. The latter is solved in
a Fraunhofer approximation. The geometric-optics part is augmented such that the target
shape can be covered with a layer of external scatterers with given single-scattering proper-
ties. There are a number of ways the external scatterers can be characterized in the model;
here we apply a method where we specify their phase matrix, referred to as an input matrix.
In addition, the optical depth of the layer, τ0, needs to be specified. Here we consider it a
free parameter. The single-scattering albedo of the external scatterers, ϖ0, is set to unity;

∗Corresponding author: Timo Nousiainen (timo.nousiainen@helsinki.fi)
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Figure 1. Comparison of simulated and measured Mueller matrices for Libyan sand. The
simulated matrices based on different input matrices are plotted with dotted (feldspar),
dashed (calcite), and solid (generic clay) lines with τ0 = 1.0 and Im(m) = 3.0 · 10−4.
The measurements are indicated with diamonds and error bars. The P11 elements have
been renormalized to unity at 30◦ scattering angle.

we consider the external scatterers to be in the lower part of the resonance domain where
even moderately absorbing materials would have high ϖ0.

Three different input matrices are considered. First, we use a Mueller matrix based on a
feldspar sample measured by [5]. Instead of the actual measurements that do not cover the
whole scattering-angle range, however, we use the modeled phase matrix based on then = 3
shape distribution of spheroids fitted to the feldspar sample by [6]. In addition, we compile
two input matrices from the computations for flaky particles presented in [7]. One is based
on calculations for calcite flakes, where the birefringence is fully accounted for. The other
is based on the isotropic analog for the calcite flakes and acts here as a proxy for generic
clay flakes. The calculations are here integrated over a lognormal size distribution with the
geometric mean radius rg = 0.35 µm and the geometric standard deviation σg = 1.8.
These two input matrices are motivated by the observation that flake-like particles often
cover the surface of large dust particles [7]. All three input matrices represent phase matrices
for polydisperse small particles with effective radii between 0.5 and 1.0 µm. The asymmetry
parameters associated to the input matrices are g0 = 0.725 for feldspar, g0 = 0.808 for
calcite flakes, and g0 = 0.815 for the generic clay.

RESULTS

The simulations are carried out at the wavelength of 633 nm. We use two different optical
depths, τ0 = 0.5 and 1.0, for the layer of external scatterers in addition to a case with no
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Table 1. The asymmetry parameter for varying τ0, Im(m), and the input matrix.
Im(m) Asymmetry parameter g

τ0 = 0 τ0 = 0.5 τ0 = 1.0
Feldspar Generic clay Calcite Feldspar Generic clay Calcite

3 · 10−4 0.895 0.804 0.830 0.828 0.741 0.782 0.777
1 · 10−4 0.801 0.728 0.749 0.747 0.677 0.709 0.706
3 · 10−5 0.716 0.653 0.672 0.670 0.611 0.639 0.636

external scatterers. The real part of the refractive index is fixed at 1.55, while the imaginary
part is varied between Im(m) = 3 · 10−4 and 3 · 10−5. The shapes of the model particles
are based on the Gaussian random sphere geometry [8] with shape parameters σ = 0.2 and
ν = 3.3 taken from [3].

When the RODS model is run without external scatterers, good fits to the measured
Mueller matrix cannot be obtained. When the external scatterers, mimicking the small-scale
surface roughness, are introduced, the agreement between simulations and measurements
improves drastically. As shown in Figure 1, other elements except the phase function (P11)
can be matched very well. The agreements are as good or even better than those attained
by [3] using the Lambertian modification, and here we can achieve that by using a physically
rigorous model and realistic shapes for model particles.

Different input matrices perform differently and the agreement to measurements de-
pends also on Im(m) value used, but overall the matrix based on the feldspar sample per-
forms worse than those based on the flaky shapes. Here the Generic clay matrix provides
the best fit.

The impact of τ0, Im(m), and the input matrices on the asymmetry parameter g and
single-particle albedo ϖ are summarized in Tables 1 and 2. Obviously, g increases with
increasing Im(m). Further, g increases with decreasing τ0. The input matrices also affect
g, but their influence is smaller. Not surprisingly, the input matrices with largest asymmetry
parameters, g0, also lead to largest g values for the whole particles. It is noteworthy, how-
ever, that the g values for layered particles can be smaller than the g0 value of the external
scatterers or the g value for unlayered particles, signifying the impact of multiple scattering
on g.

Likewise, ϖ increases with decreasing Im(m) or increasing τ0. The latter is partially
connected to the fact that the single-scattering albedo of the roughness elements, ϖ0, has
been set to unity. Still, even if the surface elements were composed of the same material as
the host particles, their smaller size parameters would make their single-scattering albedos
higher than that of the host particle. This signifies the potential impact of surface roughness
on the single-particle albedo of large dust particles.

CONCLUSIONS

The RODS method seems a promising way of modeling the optical properties of dust par-
ticles large compared to the wavelength. In particular, all phase matrix elements of the
reference Libyan sand sample except the phase function can be reproduced very well based
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Table 2. As Table 1 but for the single-particle albedo.
Im(m) Single-particle albedo ϖ

τ0 = 0 τ0 = 0.5 τ0 = 1.0
Feldspar Generic clay Calcite Feldspar Generic clay Calcite

3 · 10−4 0.639 0.668 0.659 0.660 0.691 0.676 0.677
1 · 10−4 0.777 0.789 0.786 0.786 0.799 0.793 0.793
3 · 10−5 0.905 0.907 0.906 0.906 0.909 0.908 0.908

on realistic model shapes. The problems with the phase function seem to be concentrated
on the forward angles, implying that the size distribution of the sample may be in error, or
else the surface roughness also affects the diffraction part of the phase function in ways that
cannot be realistically accounted for with the present method.

Such amounts of surface roughness that allow good fits between the measurements and
simulations (τ0 ≈ 1.0) affect both the asymmetry parameter and the single-particle albedo
quite considerably and systematically. This implies that large-particle contributions based
on smooth model particles might lead to systematic errors in radiative-transfer applications
such as dust radiative-forcing calculations or remote sensing.
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Shape statistics of small, quasi-spherical ice crystals are compiled through analysis of images
collected by the Cloud Particle Imager (CPI) in tropical cirrus. Ray-optics simulations are con-
ducted to obtain their single-scattering properties at 550 nm wavelength. Small tropical ice
crystals are found to be more spherical than those in midlatitude cirrus and, correspondingly,
their asymmetry parameters are higher. The difference is, however, not significantly larger
than the variability within tropical cirrus. Sensitivity studies conducted imply that the asym-
metry parameter is very sensitive to internal inhomogeneity about which no data currently
exist.

INTRODUCTION

Tropospheric ice clouds are important parts of the Earth-atmosphere system. In particular,
their scattering, absorption, and emission properties play a major role in distributing the
solar and thermal radiative energy within the system. The radiative impact of ice clouds
depends on the size-shape distribution of ice crystals, which varies considerably and is still
poorly known. The impact of ice crystals smaller than 100 µm in maximum dimension (D)
on ice-cloud radiative properties is especially uncertain.

To assess the radiative impact of ice clouds, it is of utmost importance to know the
size-shape distributions of ice crystals in real clouds. Such information can be obtained, for
example, by flying a Cloud Particle Imager (CPI) through clouds of interest. These mea-
surements have revealed that small (D < 100 µm) ice crystals appear to be predominantly
irregular and quasi-spherical in shape. However, there has yet to be a study to show whether
the characteristics of these small ice crystals vary between different geographical locations.
To this end, shapes and single-scattering properties of small ice crystals present in tropical
cirrus are derived and compared against those found for midlatitude ice clouds by [1].

DATA

Ice crystal data were collected during the Tropical Warm Pool International Cloud Experi-
ment (TWP-ICE) and during the Aerosol and Chemical Transport In Tropical Convection
(ACTIVE) campaign over Darwin, Australia in early 2006. The data used here consist of
CPI images of individual ice crystals obtained during three separate days, and cover different
types of ice clouds from aged cirrus to freshly formed anvils [2].

*Corresponding author: Timo Nousiainen (timo.nousiainen@helsinki.fi)
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RESULTS

The shape analysis revealed that the derived covariance functions of radius closely resemble
power-law covariance functions, that is, the weights of the Legendre expansion of the co-
variance function closely followed a power law. The standard deviation of radius, σ, varied
in a range from 0.081 to 0.168, with a number-weighted mean ⟨σ⟩ = 0.117. Likewise, the
power law index ν varied from 2.32 to 3.29, with a mean of ⟨ν⟩ = 2.9. Incidentally, ⟨ν⟩ is
identical to that suggested for the small, quasi-spherical ice crystals in midlatitude cirrus. The
mean ⟨σ⟩, however, is significantly smaller than the value of 0.15 obtained for midlatitudes
by [1], and thus deviations from a spherical shape smaller.

To assess whether the power-law covariance function is a good model for the particles,
model shapes were generated using both the actual retrieved covariance functions and their
power-law fits. Light scattering simulations were then conducted for both sets of particles,
while assuming the crystals to be homogeneous. As discussed in [1], the σ values retrieved
from silhouettes were multiplied by 1.1 when generating model particles to account for the
difference in radius statistics between three-dimensional bodies and their silhouettes; the
actual difference depends on the shape, but the aforementioned modification is suitable for
the shapes considered here.

Fig. 2 shows the asymmetry parameters obtained for each flight leg for both the original,
retrieved covariance functions and their power-law fits. As can be seen, there is some, but
not very substantial, variation between flight legs, signifying that the crystal shapes tend to be
somewhat different in different conditions or locations. In general, the differences between
flight legs are similar to the differences between original shapes and their power-law fits.
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t1a t1b t1c t1d t1e t1f t1g t1h t2 t3 t4 t5 t6 t7 t8a t8b t8c
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Figure 2. Mean asymmetry parameters obtained for small, quasi-spherical ice crystals ob-
served during each flight leg. The stars depict values obtained for the original, retrieved
shape statistics, and diamonds those based on their power-law parameterizations.

The mean shape statistics for the tropical cirrus yields ⟨g⟩ = 0.776, slightly higher
than the corresponding midlatitude value of 0.764 [1]. Thus, the difference between the
midlatitude and tropical cases is similar to the internal variability within the tropical cirrus,
and the differences are likely to be insignificant for climate.

The sensitivity studies with internal structure revealed that the presence of internal scat-
terers has a potentially huge impact on scattering. Not surprisingly, a decrease in g0 or δ0
decreased g. Internal scatterers cannot, however, increase g over the value obtained for
homogeneous crystals, so their possible presence signifies a systematic impact on g. Even
when δ0 was as large as five times the mean crystal radius, g decreased by up to 4 %, de-
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pending on g0. So, even relatively small amounts of internal scatterers caused substantial
effects. It is noted, however, that a single micrometer-scale freezing nucleus inside a crystal
is unlikely to impact scattering significantly (for a 100 µm crystal, δ0 would be about 1000
times the crystal size).

Finally, there has been speculation that the CPI might cause the shattering of larger ice
crystals so that a fraction of the observed small crystals are merely remnants of shattered
particles. To investigate this, the dependence of shape statistics on the number concentra-
tion of large ice crystals was examined. Light scattering simulations based on the retrieved
statistics showed that the asymmetry parameter varied by less than 0.01 for different large
crystal concentrations. Since one of the classes had no large crystals present, it seems un-
likely that the results reported here are biased by possible shattering effects. Further, of the
189,905 particles imaged by the CPI during these 3 flights, 98.45 % were the only particle
recorded on a frame, suggesting shattering that would generate multiple particles per frame
was not an important source of small crystal images.

CONCLUSIONS
A statistical shape analysis of CPI images of small, quasi-spherical ice crystals observed
in tropical cirrus reveals that these crystals are closer to spherical than the corresponding
crystals in midlatitude cirrus studied by [1]. Ray-optics simulations based on the derived
model shapes reveal that their asymmetry parameters are larger than for the midlatitude
counterparts. The difference of g between midlatitude and tropical cases is, however, similar
to the variability within different types of tropical cirrus and unlikely to be significant for
climate considerations.

Sensitivity tests conducted for the impact of internal structures on scattering imply that
inhomogeneity of small ice crystals could potentially have a major impact on g and even
on the radiative impact of the whole cloud. Unfortunately, no data are available on the
inhomogeneity of small ice crystals. Considering the potential impacts, obtaining such data
would be highly desirable.
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Asteroid spin and shape inversion for simulated Gaia
photometry
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We present Markov-chain Monte-Carlo methods (MCMC) for the inversion of asteroid spins
and shapes in the case of limited numbers of or sparsely distributed observations. We focus
on convex optimization of asteroid spin and shape, obtaining realistic shape solutions, and
exploring the regime of possible spin solutions. The asteroid shape is modeled as a trian-
gulated surface with or without smoothing using bicubic splines. We apply the methods to
simulated photometric data for the Gaia mission. We compare the inversion results obtained
to the spin and shape originally used to generate the simulated photometric data.

INTRODUCTION

Gaia is an astrometric space mission of the European Space Agency (ESA), and a successor
to the ESA Hipparcos mission. While determining and cataloging astrometric positions and
movements of about one billion stars, Gaia will observe some hundreds of thousands of
asteroids [1]. Photometric data of asteroids will consist of single brightness values ranging
over a time interval of five years. This results in a maximum of about one hundred brightness
values at varying observing geometries.

Here we apply Markov-chain Monte-Carlo methods [2] to simulated asteroid data in
order to obtain spins and shapes of the simulated asteroids (for conventional convex inverse
methods, see [3] and [4]). The inverted and original shape and spin solutions are compared
to validate the applicability of the methods to the Gaia data.

MCMCMETHODS

We have developed three inverse methods for three different purposes:

� In initial convex mapping, we explore the phase space using multiple chains in an
optimization mode, accepting gradually improving solutions;

� In convex optimization, we start from the best solution from initial mapping, and
gradually move toward the best-fit solution.

� In MCMC convex inversion, we explore the phase space in the neighborhood of the
best-fit solution.

We make use of general convex shapes described using a large but finite number of tri-
angles with or without smoothing using bicubic splines. In MCMC convex inversion, the

∗Corresponding author: Dagmara Anna Oszkiewicz (dagmara.oszkiewicz@helsinki.fi)
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Figure 1. Rotational period and pole distributions as obtained from MCMC convex in-
version. Original shape parameters: rotation period 10.17395622 (h), ecliptic longitude of
rotational pole 25.02 (◦), ecliptic latitude of rotational pole 62.89 (◦), and rotational phase
110.1 (◦).

convex shape solutions are directly sampled. There are four parameters for the spin char-
acteristics: the rotational period, the ecliptic longitude and latitude of the rotational pole,
and the rotational phase of the object at a given time. The 3N Cartesian coordinates of
the N triangle nodes constitute the free shape parameters. Altogether, there are 3 + 3N
free parameters [2]. In MCMC convex inversion, the inversion parameters are sampled ac-
cording to the Metropolis-Hastings algorithm [5]. The accepted shapes and spins generate a
sequence, a Markov chain. The proposed spin and shape parameters are accepted or rejected
depending on the a posteriori probability density values corresponding to the proposed and
current parameters. If the proposed parameters provide a better fit to the data than the
current, they are always accepted. If the fit is worse, the candidate is accepted with a certain
probability.

RESULTS

We have applied the three inversion methods to the simulated Gaia data. The data was
generated for a Gaussian sample sphere mimicking an asteroid. The observing geometries
were those simulated for asteroid Vesta for the five-year mission duration [6]. The data for
Vesta amounts to 69 brightness values. The accuracy of the simulated data was 0.01 mag.
The possible shapes, the rotational period, the ecliptic longitude and latitude of the rotational
pole are presented in Figs. 1 and 2. In order to validate the inversion methods, we compare
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(a) Original shape

(b) Inverted shape

Figure 2. Original shape together with the one obtained with convex optimization. The
best fit resulted in an rms-value of 0.02. In inversion, three triangle rows were utilized per
octant.
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the results to the original shape and spin values. The distributions for the pole orientation
in Fig. 1 and shape in Fig. 2 are in agreement with the pole and shape of the original shape.
With simulated Gaia data, we are thus able to obtain overall shape of the object, but not the
local shape details.

CONCLUSIONS

We have applied convex stochastic optimization andMCMC inversion methods to derive as-
teroid spins and shapes using simulated Gaia photometry. The original and inverted shapes
are overall in good agreement. The local features are not reflected in the inverted shape.
MCMC asteroid lightcurve inversion methods can potentially be applied to the forecom-
ing asteroid photometric observations by the Gaia mission [6] or the lightcurves stored in
Standard Asteroid Photometric Catalogue (http://asteroid.astro.helsinki.fi/).
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We introduce a Monte Carlo ray-tracing code for soft X-ray fluorescence in particulate media.
We use the code to investigate the effects on absolute fluorescence line intensities and relative
line ratios due to the medium porosity, incident spectrum, and particle size distribution as a
function of observation geometry. In particular, we assess the differences between the results
given by the simulations and by the analytical fundamental parameters equation.

INTRODUCTION

Soft X-ray fluorescence spectroscopy is a well-established method for elemental analysis of
solid matter in laboratory conditions. The measured samples can be prepared for optimal
usage, and the brightness and the spectrum of the X-ray source can be controlled to a great
accuracy. However, when applied to remote observations of planetary surfaces by space
probes, difficulties arise.

The first set of difficulties are due to the fact that the main source for the X-rays, the
Sun, is highly variable and unpredictable. The shape and intensity of the X-ray spectrum
varies in short timescales, and must be measured simultaneously with the actual fluorescence
observations.

The second set of difficulties are inherent to the measured target, i.e., the planetary sur-
face. The surfaces of terrestrial planets and most asteroids are rough, and mostly covered
by regolith. The absolute fluorescence line intensities are sensitive to the surface properties
such as the particle size distribution, particle packing density, and large-scale surface fluc-
tuations. Furthermore, the effects on absolute line intensities are directly reflected on the
ratios of the fluorescence lines, which are used in the elemental analysis of the medium.

Therefore, in order to do elemental analysis using remote X-ray fluorescence obser-
vations, it is necessary to know the expected magnitude of the volume and rough-surface
effects for the used observation geometries. This knowledge will allow for a realistic as-
sessment of the applicability of the simplified analytical models, such as the fundamental
parameters equation (FPE), and will help to constrain the errors when using these analyt-
ical models to infer elemental abundances from the observation data. Secondly, a realistic
model for the fluorescence output could be used in the future to deduce the regolith prop-
erties from the observational data, i.e., fluorescence observations in varying observation
geometries can yield information of the surface structure.

Laboratory measurements of the effects on soft X-ray fluorescence due to varying parti-
cle size distribution and observation geometry has been carried out by Näränen et al. [1, 2].
An excellent introduction to the theory is given by Clark and Trombka [3], and in-depth
reviews of the history of remote soft X-ray observations are given in [2, 1].

∗Corresponding author: Karri Muinonen (muinonen@cc.helsinki.fi)
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SOFT X-RAY FLUORESCENCE SIMULATION

The simulation code is written in Fortran2003 and uses OpenMP for threading. The sim-
ulation data is stored using the netCDF-format, a machine-independent scientific data for-
mat, and readable using the standard netCDF tools. The xraylib-package [4] is used for the
photoionization coefficient data, as well as for the other atomic data. The analysis of the
simulation data is carried out using Python and SciPy.

The particulate media generation is carried out with a dropping-based packing method,
described in [5]. Briefly, 5× 106 spherical particles with radii following the given size distri-
bution are packed into a given packing density inside a rectangular container of edge width
w. The edge width is much greater than the mean particle size in order to make the scale of
the inhomogeneities produced by the porosity small compared to the spatial extent of the
packing.

We model macroscale surface roughness of several mean particle diameters and greater
using two-dimensional random fields as described in [6]. The packing is intersected with a
random field following Gaussian correlation (Gc) or fractional-Brownian-motion statistics
(fBm), and the particles above the random field are removed. The random fields used are
functions of two parameters: the standard deviation of heights σ and a model-specific pa-
rameter describing the horizontal roughness statistics. The fBm-fields are parametrized by
the Hurst exponent H and Gc-fields by the correlation length ℓ.

Fluorescence ray tracing
The X-ray fluorescence ray tracing follows closely the standard ray-tracing principles. A
small departure from the basic ray-tracing techniques is taken by calculating the first-order
fluorescence signal from all fluorescence lines simultaneously.

For a ray R with radiance I , energy E, position vector P, and direction vector D̂, we
compute the mean free path γ from the total extinction coefficient µt. The simulation for
a single ray begins by searching for the first medium-ray intersection point for the incident
ray. Next, a random path length s is drawn from the exponential distribution s ∼ exp−γ ,
and the ray is traced to a new position P = P + sinD̂, where sin is the distance traveled
inside the particles.

Now, the first-order fluorescence signal for fluorescence line l emerging from the point
P inside the medium to a given direction is

If,l =
I

4π
Flfffe,l exp

−soutµt , (1)

where Fl is the fluorescence yield of the line, ff and fe,l are ratios calculated from the
photoionization coefficients, sout is the distance traveled inside the particles from P, and
obtained by tracing a ray until it exits the media. The variables Fl, fe,l, and µt are vectors,
and can be precomputed into a lookup table for efficiency.

RESULTS

Absolute line intensiƟes
First we consider the absolute fluorescence line intensities from simple one-element media.
We investigate simulated Fe and Ca Kα-line fluorescent signal as a function of varying par-
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ticle size distribution models, mean particle sizes, medium packing densities, and incident
spectra. We chose two particle size distribution models, monodisperse (constant radius) and
uniform, parametrized by the mean particle size (r = 5, 10, 50, 100, and 250 µm). We
used two spectrum models, a 9 keV line source and a continuous Ti-tube spectrum. The
Ti-tube spectrum was chosen to match closely to the spectrum of the Ti-tube source used
in the laboratory measurements by Näränen et. al [1, 2]. Finally, we selected three packing
densities (ρ = 0.20, 0.35, 0.50).

In Fig. 1 we show the absolute Fe Kα-line intensities for the Ti-tube spectrum, uni-
form size distribution, three packing densities, and five mean particle radii, together with
the results from FPE modelling. The main results are:

� Deviations from the FPE results can be large. Media with low ρ and large r can
produce half of the FPE signal for certain observation geometries.

� The mean radius r is one of the most important factors affecting the strength of the
absolute line intensities. The effect of changing r is most notable at the transition
region where r is close to the mean free path γ.

� The role of the size distribution is small, especially outside the transition region (r <<
γ or r >> γ). This is because the fluorescence takes place increasingly at the surfaces
of single particles for r >> γ, and for r << γ the radiation travels through many
particles before ionization.

� Large r values yield a linear trend for θe > 15◦, and a nonlinear brightening is visible
at small θe. The nonlinear brightening becomes more pronounced with decreasing ρ,
and the curves are nearly linear for the whole θe-space for large r and large ρ.
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Figure 1. Fe Kα-line intensities as a function of θe for θi = 0◦, Ti-tube source, uniform
size distribution, three ρ's, and r's. The results by FPE are shown as dotted line.

Fluorescence line raƟos
Next, we focus on the relative line ratios. We use olivine basalt composition listed inNäränen
et al. [2] with total molar density of 0.13398 mol/cm3. We pay special attention to the dif-
ferences between the simulations and the FPE model, and extend the simulations to include
the whole (θe,ϕe) hemisphere for different values of θi.
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Reflectance spectra of meteorites  
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2
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3
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A spectrometer at the Geological Survey of Finland was used to obtain 33 high-quality reflec-

tance spectra of 26 individual meteorites. Principal Component Analysis was applied to the 

spectra to explore grouping strategies for meteorite classification. Initial investigations of sur-

face roughness effects on the reflectance spectra features were made.  

INTRODUCTION 

Spectral photometry is a powerful tool for establishing links between meteorites and their 
parent bodies (asteroids, comets, the Moon, Mars). The primary information used to interp-
ret asteroid reflectance spectra comes from absorption bands that are diagnostic of the cos-
mically significant minerals pyroxene and olivine. Then there are secondary effects that can 
alter the size of the bands and the slope of the continuum. These effects are primarily due to 
particle size, surface roughness, and temperature which are poorly characterized in the litera-
ture. These effects are important because our knowledge of the physical condition of the 
surface of bodies such as asteroids and comets is limited. Understanding how light scattering 
changes the features in the reflectance spectra is then useful for interpreting spectra. A lot of 
effort has gone into characterizing and modeling the effect of particle size on the reflectance 
spectra with some success. The reason for this is because most asteroids over 100 m in size 
are thought to be covered by a layer of impact generated particles. However, there has been 
little characterization of the meteorite samples in terms of their solid surface roughness.   

METHOD 

A spectrometer at the Finnish Geological Survey was used to obtain 33 reflectance spectra 

from 26 meteorites representing undifferentiated (C, H, L, LL and E) to differentiated mete-

orites. To account for inhomogeneity of the surface composition, reflectance spectra were 

obtained from ten different locations on the surface and then the average was calculated. To 

explore light scattering effects, spectra were taken from a matt (sanded) and polished surface 

for one meteorite (Wellman). From another meteorite (Alfianello) we obtained a spectrum 

from a natural surface and a spectrum from a sawn surface. To compare solid surfaces to 

powdered samples, we retrieved 163 reflectance spectra of meteorite samples from NASA’s 

Planetary Data System [1]. This dataset also includes meteorite groups not represented by our 

measurements.  

                                                      
* Corresponding author: Mark Paton (mark.paton@helsinki.fi) 
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A Principal Component Analysis (PCA) was applied to the combined data sets to ex-
plore the distribution of the reflectance spectra structure over the meteorite groups. PCA is a 
relatively simple mathematical procedure for reorganising a data set so that the information 
can be described by fewer variables. The technique has been used to explore the distribution 
of asteroid taxonomic classes [2].  

    
 

 
 
 
 
 

 
 
  

 

 

 

 

 

 

Figure 1. Reflectance spectra obtained by the Geological Survey of Finland. The chart shows 

examples of spectra for achondrites (HEDs) and chondrites (ordinary and carbonaceous). 

The spectra have been offset along the y-axis for clarity. Notice how the spectra vary in their 

structure. This is important for interpreting the PCA results in Fig. 2.  

 

We followed the method of [3] to parameterise the reflectance spectra in principal com-
ponent space. The slope was removed by this method to account for uncertainties in space 
weathering and observational uncertainties. Space weathering is not of a concern here but we 
followed this technique to account for observational uncertainties, such as the phase angle. 
The spectrum was first normalised and then a slope was least squares fitted and forced to go 
through unity. The spectrum was then divided by the slope.  

RESULTS 

The result of a PCA on the meteorite reflectance spectra is shown in Fig. 2. The distribution 

of the meteorite groups in principal component space can be explained by examining the 

eigenvectors shown in Fig. 3. Eigenvector 1 has strong loadings close to the locations in 

wavelength space corresponding to the absorption bands at ~1000 nm and ~2000 nm that 

are diagnostic of the mineral pyroxene. In Figure 2, the carbonaceous chondrites cluster to 

the right of the diagram as they have relatively flat spectra. The HEDs then cluster to the left 

as they have relatively deep absorption bands. Eigenvector 3 has a strong loading close to the 

location of the bands found at ~1000 nm that are diagnostic of both pyroxene and olivine. 

The spread along the y-axis for the ordinary chondrites could be explained by the presence of 

Band I Band II 
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olivine and pyroxene in these meteorites whose relative ratio of abundance varies over the 

ordinary chondrite group. Eigenvector 2 is shown for completion but does not have loadings 

at wavelengths of interest for this investigation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Principal Component Analysis of 196 meteorite reflectance spectra. This includes 

33 new measurements from this work plus 163 measurements retrieved from NASA’s PDS 

[1]. The three meteorite clans (groups) are shown. Individual meteorites from these clans are 

identified with their own symbols and labelled with their surface condition. Wellman and 

Alfianello are from the spectra obtained from this work. 

 

From measurements by [4], the reflectance spectrum from a rock surface has smaller ab-

sorption bands when compared to powdered surfaces. Also an increase in the roughness of 

the rock surface will increase the band depth. This agrees with measurements made by [1] 

and shown in Fig. 2. A similar effect occurs with the ordinary chondrites. 

 In our reflectance spectra, when comparing a matt and a polished surface, the polished 

surface has deeper absorption bands than found in the reflectance spectrum from the matt 

surface which suggests that the polished surface is rougher. One explanation suggested in [4] 

for this contradictory result may be that exposed pore spaces actually increase roughness 

after polishing. The reflectance spectrum from the rock surface has deeper absorption bands 

than found in the reflectance spectrum from the sawn surface as would be expected with a 

rougher surface.  
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CONCLUSIONS 

PCA applied to the reflectance spectra of meteorites successfully separates chondrites 

and achondrites (HEDs). Meteorites remained inside their specific groups despite changes in 

the structure of their surface. Future work on understanding surface light scattering effects 

will help us improve the classification of meteorites using non-destructive methods and help 

us to further understand the nature of asteroid surfaces.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Eigenvectors from PCA of the meteorite reflectance spectra data set. E2 shows 

that the maximum variation in reflectivity is at around 1000 and 2000 nm while E3 is most 

strongly correlated to variation in reflectivity around 1200 nm and 1800 nm. E2 and E3 have 

been offset by 0.15 and 0.3 respectively on the y-axis and the dotted lines are the zero axes. 
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Measurements of spectral and polarised bidirecƟonal
reflectance factor of various natural and arƟficial land
surfaces

J. I. Peltoniemi∗, T. Hakala, and J. Suomalainen

Finnish GeodeƟc InsƟtute, BOX 14, FI 02431 Masala.

Methodology and instrumentation to measure multiple scattering of light from particulate
media such as snow, gravel, and sand are discussed. Some results are shown.

INTRODUCTION

Many land surfaces on Earth and other celestial bodies are covered by a particulate medium,
i.e., a medium, that is formed by individual particles. Understanding scattering from such
surfaces is important for remote sensing, as a boundary condition for Earth radiation and
climate models, and for many research purposes.

Models for scattering from the single particles and particulate media are discussed in
other presentations of this meeting. All models need validation and stimulation by experi-
mental research. Here, a short discussion of various measurement methods and instruments
are given, with special emphasis on field and laboratory gonio-polari-spectro-photometry.
Some illustrative sample results are shown.

MEASURABLES AND DEFINITIONS

If the medium is illuminated by a directional beam F0 from direction (ι, ϕ0), and observed
from direction (ϵ, ϕ) (Fig. 1), the observed intensity I(ϵ, ϕ) ∝ R(ϵ, ϕ, ι, ϕ0)F0(ι, ϕ0),
where R is the bidirectional reflectance factor (BRF), defined as a ratio against ideal diffuse
(Lambertian) reflector. If the incident light is polarized, or if the sensor is sensitive to po-
larisation, or if the results are used in multiple-scattering calculations, polarisation must be
taken into account. Optically complete description of polarisation is given by defining the
observables using the Stokes vectors I = [I,Q, U, V ], where I is the intensity (radiance),Q
is the 0◦–90◦linearly polarised component, U is the 45◦–135◦linearly polarised component,
and V is the circularly polarised component. BRF is then defined as a 4×4matrix. Further
define degrees of linear polarisation, P = −Q/I or Plin =

√
Q2 + U2/I .

In field measurements, the situation is further complicated by diffuse light coming from
the sky and environment. To recover the BRF matrix from the measurements, the incoming
direct and diffuse light must be measured separately.

MEASUREMENT INSTRUMENTS

The BRF for a medium can be measured by several systems. If the medium is homogeneous
over large enough area, one can scan over the area from one point [1, 2]. Also a wide-angle-
lens camera can be used. Small surface areas are better measured by moving the sensor head
around the target using a goniometer. Typically such instruments consist of a moving arm

∗Corresponding author: Jouni Peltoniemi (jouni.peltoniemi@fgi.fi)
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Figure 1. Definition of the angles used in surface reflectance work: ϵ and ι are the zenith
angles of the emergent (Observer) and incident (solar) radiation respectively, ϕ and ϕ0 are
the corresponding azimuths.

or rail holding the sensor or optical head[3, 4, 5, 6]. Alternatively all directions are measured
simultaneously using light cable construction. Tomeasure large heterogeneous surfaces, one
option is to fly the camera over the surface using satellite or air plane. Until recently, this has
been an expensive technique for research purposes only, but now new advanced unmanned
aerial vehicles (UAV) can carry light cameras economically and accurately, making many
new opportunities possible. Spectral properties are measured either using selected filters in
the camera, or more completely with a spectrometer. Polarisation can be measured using
polarising filters or prisms.

An important issue is to calibrate the measurement system. Most uncertainties and
errors are related to deficient calibration. To overcome uncertainties in absolute calibration,
most measurements are taken relative to a known reference standard, usually Spectralon.
For field use, also larger white or grey sheets are used.

Figure 2. Left: FIGIFIGO measuring snow, foreground left the Spectralon reference
panel, right the sky monitoring pyranometer. Right: Microdrone md4-200.

FinnishGeodetic Institute field gonio-spectro-polari-photo-meter (FIGIFIGO) is a light-
weight portable instrument to measure the BRF of land surfaces inside and outside (see
Fig. 2). It has one moving arm holding the fore optics and fine-pointing system. The main
sensor is an ASD FieldSpec Pro FR spectrometer. Footprint is about 10 cm in diameter.
Optionally, polarisation can be measured using wide band calcite polariser in four positions
to give the Stokes I, Q, and U parameters[7]. Two small UAVs, Microdrone md4-200 and
md4-1000, have been equipped with calibrated cameras to measure BRF of larger land sur-
faces. These are flown in preprogrammed tracks over and around selected target areas, and
BRF map is then produced[8].
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SAMPLE RESULTS
Over 200 samples have been measured using FIGIFIGO, its predecessors, and the UAV
system[9, 10]. Here, two cases are shown: moist snow measured in Sodankyl̈a spring 2009,
and grey gravel from Sjökulla aerial image test site, measured summer 2008. A 3-D BRF plot
shows how different the cases are: snow is a strong forward scatterer and gravel a backward
scatterer (Fig. 3). The reflection spectra taken in four directions in the principal plane show
that the spectral shape varies as a function of the observation angle, but all characteristic
features remain. The steepness of the spectral features depends on grain size. The degree
of linear polarisation is depicted in the principal plane as a function of the observation zenith
angle in three wavelengths, indicating how the polarisation depends on the scattering angle
(Fig. 4) with maximum in far forward. The polarisation spectrum gives a small surprise with
the increase between 600 and 900 nm where BRF is flat.

Figure 3. Top: BRF plot of the sample. Bottom: the reflection spectra of the samples
in four zenith angles (ϵ) in the principal plane. The targets are snow (left) and grey gravel
(right). The zenith angle of incidence (ι) were about 55◦.

CONCLUSIONS
Reflectances of many particulate, solid and vegetated surfaces have been measured. Differ-
ences between targets are large. Most information is available from the spectrum. Many
features are so strong that basic identification is possible even from poor data, but for accu-
rate quantitative analysis careful measurements must be taken, and directional effects taken
into account. The directional effects (BRF shape) in general are rather difficult to exploit,
because they depend on so many things, and often the angular range remains too narrow.
The polarisation poses still many challenges and has unexplained features. New research is
needed before full utilisation. Polarisation is a very strong function of the scattering angles,
and must be measured angularily.

One must notice that in real nature, every sample is individual, and one cannot gener-
alise results so easily. The surfaces are very heterogeneous, and all parameters, topography,
composition, flora and fauna vary in all possible scales. Also, the temporal variations are
large, as no target exposed to weather can be assumed to be invariant over any significant
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Figure 4. Top: Degree of linear polarisation in the principal plane. Bottom: the polarisation
spectra of the samples in four directions in the principal plane.

time scale. The measurements presented here and in the database, are all from carefully se-
lected or artificially made targets, to make interpretation easier. Results have been valuable
for modelling, aerial observations, and developing remote-sensing processes. Measurements
continue with new targets and improving techniques.
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Specular gloss simulaƟons of media with small-scale
roughness
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We study the effect of microroughness on the simulated specular reflection (i.e., gloss). We
use the discrete-dipole approximation and compare the results to the Bennet–Porteus ap-
proximation. This study is originally applied to print toners for paper industry, but the results
are general and apply to all other surfaces with small-scale roughness.

INTRODUCTION

In paper industry, one important feature in digital printing revealing a good image quality
is the print gloss. Roughness of paper, determined on a macroscale, is usually exhibiting a
good correlation with gloss[1]. Attempts to correlate microroughness properties with gloss
has been presented in several reports (e.g. [2, 3]). Despite several studies, the impact of the
toner substrate surface roughness is lacking.

The surface of paper printed with toners consists of close-packed toner particles. In-
dividual toners are quite cylindrical with diameters of about 8 µm and thicknesses of about
2–3 µm. The toner surface can be measured with the atomic force microscope (AFM, in
tapping mode). Images obtained with AFM show that the surface standard deviation is
typically about 21 nm with AFM image size of 3 × 3 µm and 31 nm with 10 × 10 µm.
Therefore, the study of the effect of toner surface roughness on specular reflection (gloss)
can be generalized to a generic case of surface with roughness in scales smaller than the
wavelength.

Suitable methods for analysing the effect of the small-scale roughness on light scattering
have been lacking. Recently, computational methods, e.g., the discrete-dipole approxima-
tion (DDA; see, e.g., [4]), have become relevant due to the increased resources of modern
computing clusters. The accuracy of DDA is fairly good compared to exact wave-optical
methods[5], and thus DDA can be used to check the validity of other approximations.

METHODS FOR ANALYZING THE SPECULAR REFLECTION

Reflected light from rough surfaces is a sum of coherent scattering, or specular reflection,
and incoherent or diffuse scattering. With a Gaussian rough surface with surface standard
deviation σ and correlation length τ , both smaller than the wavelength λ, the specular part
can be estimated to some extent with analytical approximations. The exact specular com-
ponent from a smooth surface can be estimated with the Fresnel reflection coefficient and
the effect of surface σ can be added with the Bennet–Porteus (B–P) factor[6]. More de-
tailed approximations include the Muinonen–Smythe–Kirchhoff (MSK) approximation[7]
for coherent scattering near the specular direction along the principle plane, and the Beck-
mann–Kirchhoff (B–K) model[8] for coherent scattering off from the principal plane. The
results from comparison with the DDA method show that the abovementioned MSK and

∗Corresponding author: Antti Penttil̈a (Antti.I.Penttila@helsinki.fi)
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B–K approximations can be quite good in some cases but, especially with non-zenith incom-
ing light, the results off the principal plane with the B–K approximation are not accurate
enough (results not shown here).

The Bennet–Porteus (B–P) approximation for gloss G is

G(σ) ∝ exp
(
−(4π σ cos(θ)/λ)2

)
, (1)

where σ is the surface standard deviation, θ the incoming angle, and λ the wavelength.
The proportionality of G and the B–P factor is such that for perfectly smooth surface the
B–P factor is one and the gloss value is given by the normalized Fresnel coefficient of the
surface. The B–P approximation is very simple to calculate, and thus it is interesting to study
its accuracy.

SIMULATION OF GLOSS

We can model the rough surface of cylindrical slab with random height field. We assume
the height field to be Gaussian with Mat́ern (auto)correlation function. The formula of the
Matérn correlation function is

C(d) = (2
√
κ
d

τ
)κ Kκ(2

√
κ
d

τ
)
(
2κ−1 Γ(κ)

)−1
, (2)

whereKκ is the modified Bessel function of the second kind and Γ is the gamma function.
The parameters are τ which is the correlation length and κ which controls the smoothness
of the surface. Actually, κ controls up to which order the surface will have continuous
derivatives. Special cases of Mat́ern are when κ → ∞ when it approaches the Gaussian
correlation function, and κ = 1/2 when it is equal to the exponential correlation function.

We have used four different values for κ to study the effect of the correlation structure
of the surface on gloss, κ = 1/2, 1, 2, and κ → ∞. For the correlation length τ , we have
used three values: τ = 250, 500, and 1000 nm. The most interesting surface parameter is
the surface σ and its effect on gloss. We used σ values from 0 nm to 40 nm with 10 nm
steps in our simulated surfaces. An example of realizations of the modeled rough cylinders
are shown in Fig. 1.

Figure 1. Three realizations of the surface model. All the surfaces have τ = 500 nm and
σ = 20 nm. The leftmost surface has κ = 1/2 (exponential correlation), the middle κ = 1,
and the rightmost has κ → ∞ (Gaussian correlation).

Gloss measurements and DDA
The DDA method produces a map of the reflected intensity from the model surfaces with
a given incoming angle. The most interesting part of the reflection in our case is the area
around the specular direction. The behavior of the gloss peak can clearly be seen from the
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DDA simulation results as in Fig. 2a. However, when comparing the simulated results to the
measurements, some data reduction must be done to mimic the measuring configuration,
e.g., the TAPPI T 480 standard or similar [9]. In the measurements, the device that captures
the reflected flux has some finite acceptance area from where it integrates the flux. With
simulated data, we have several options for extracting the gloss value. We can either take the
peak value in the exact specular direction or we can integrate over a small area around the
specular direction. This integration can be done one-dimensionally (1-D) along the principal
plane or, more generally, in two-dimensionally (2-D) on the spherical surface.

The measured gloss values are not the absolute values of the flux, instead the values are
compared to the gloss value of the standardized smooth black glass plate [9] with gloss value
G of 100 GU (gloss units). If the material refractive index n, especially its imaginary part,
that we are interested in is not known, the absolute calibration to black glass is impossible.
The relative scale where we standardize the DDA results to the gloss from a smooth cylinder
having the same n that we use for the material is sufficient to study the validity of the B–P
factor. We found out that all the different methods to extract gloss values (i.e., peak value, 1-
D or 2-D integration) will produce about the same outcome when standardized. Therefore,
we choose to calculate the 1-D integral along the principal plane with±4◦ from the specular
direction, because its evaluation is more convenient than the 2-D integral. We used 20◦

zenith angle for incoming light.

RESULTS FROM GLOSS ANALYSIS

The surface model with Matérn correlation function C is parameterized with the smooth-
ness parameter κ and correlation length parameter τ . We have used very absorbing mate-
rial with n = 1.54 + i1 for more prominent surface effects, but we also studied the case
Imn = 0.015. The dipole representation of the cylindrical slab has 320 dipoles for the
cylinder diameter of 8 µm and 20 dipoles for depth, resulting about 2× 106 dipoles for the
DDA grid, of which about 1.6× 106 are occupied by the material.

The effect of four different κ's is shown in Fig. 2b. In overall, it seems that the effect
of σ in the B–P approximation behaves quite reasonably but overestimates the gloss sys-
tematically. The smoothest C , where κ → ∞ and the correlation is Gaussian, as in the
original derivation of the B–P factor, is closest to the B–P approximation. As the κ has
smaller values and the C changes toward the exponential correlation, the difference to the
B–P approximation gets larger.

The effect of the correlation length τ is presented in Fig. 2c. All the values of τ give
similar shapes to the gloss as a function of σ, but larger τ give more gloss in better agreement
with the B–P approximation. This result is in disconjunction with the theoretical basis of the
B–P approximation where it is required that τ ≪ λ, so it seems that this requirement is not
that important. If the imaginary part is small, all the surface effects become less pronounced
as seen in Fig. 2d.

In conclusion, we note that the B–P approximates quite well the overall shape of the
dependence between the small-scale surface deviations and the specular reflection. How-
ever, the B–P factor does not take into account the refractive index or the correlation type
or length. If more detailed analysis is needed, DDA is a suitable method.
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Helsinki 2010 A. Penƫlä & K. Lumme Gloss and roughness

ö

è

0°

5°

10°

-10°

-5°10°

15°

20°

25°

30°

(a) (b)

(d)(c)

Figure 2. (a) Scattering pattern around the specular direction (φ = 0◦, θ = 20◦) simulated
with DDA. Brighter yellow and green areas have higher intensity. (b)–(d) Gloss as a function
of surface σ. The gray line shows the B–P approximation. (b) The symbols �,N,�,△
correspond to κ = 1/2, 1, 2, and κ → ∞; τ = 500 nm and n = 1.54 + i1. (c) The
symbols�,N,� correspond to τ = 250, 500 and 1000 nm; κ = 1 and n = 1.54+ i1. (d)
The symbolsN,△ correspond to Imn = 1, 0.015, κ → ∞, τ = 500 nm, andRen = 1.54.

REFERENCES
[1] M.A. MacGregor. A review of the topographical causes of gloss variation and the effect

on perceived print quality. In: Proceedings of the Hansol Research Symposium. Seoul (2000).
[2] M.-C. Béland and J.M. Bennett. Effect of local microroughness on the gloss uniformity

of printed paper surfaces. Applied Optics 39(16) (2000).
[3] R. Xu, P.D. Fleming, and A. Pekarovicova. The effect of inkjet paper roughness on

print gloss. J. Imaging Sci. and Techn. 49(16) (2005).
[4] B.T. Draine and P.J. Flatau. The discrete dipole approximation for scattering calcula-

tions. J. of Opt. Soc. of Am. A 11 (1994).
[5] A. Penttil̈a, E. Zubko, K. Lumme et al. Comparison between discrete dipole and exact

techniques. JQSRT 106 (2007).
[6] J.O. Porteus. Relation between the height distribution of a rough surface and the re-

flectance at normal incidence. J. of Opt. Soc. of Am. 53 (1963).
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Cubature orientaƟon-averaging scheme

A. Penƫlä∗ and K. Lumme

Department of Physics, University of Helsinki, P.O. box 64, FI-00014 Finland.

We propose the so-called cubature-on-the-sphere orientation-averaging scheme to be used in
scattering computations. The cubature points are optimally arranged on the sphere to pro-
duce non-biased and fast convergence in scattering problems requiring numerical orientation
averaging. Cubature clearly outperforms the conventional regular grid of sample points on
the sphere.

INTRODUCTION

A common setup in scattering problems is to compute the orientation-averaged properties
of the target. In many cases, we are interested to interpret and compare the scattering sim-
ulation results against observational data from a large ensemble of particles in random ori-
entation. Therefore, we need to simulate particles with with different sizes and in different
orientations. Usually, the orientation distribution can be considered to be evenly distributed
over all Euler angles (α, β, and γ).

There are computational methods that can perform the orientation averaging analyti-
cally, such as the T -matrix method for individual particles [1] or for cluster of spheres [2].
However, even with the T -matrix method the fixed orientation version of the code has
some benefits, as Okada [3] has pointed out. The fixed-orientation superposition T -matrix
code (F-ST) consumes less memory and can therefore be used for larger size parameters.
Also, if accurate results can be achieved with a modest number or orientation angles, the
F-ST can be even faster than the analytical orientation-averaging version (A-ST) for large
problems. Another set of codes, where combining the fixed-orientation computations into
averaged results is a must, are the volume-integral codes, e.g., the popular discrete-dipole
approximation codes (DDA; e.g., [4, 5]).

The task in numerical orientation averaging is, in short, to compute the Mueller scatter-
ing matrix for a given set of Euler angles (αi, βi, γi) and then average the result over i. In
many methods (e.g., in T matrix and DDA), the third angle γ can be sampled efficiently for
given (αi, βi) by computing the result in several scattering planes. Therefore, the choice of
orientation-averaging points reduces to the problem of selecting the (αi, βi) points on the
sphere.

CUBATURE ON THE SPHERE

Currently, the standard method for selecting the (αi, βi) points on the sphere is to produce
a regular grid by evenly distributing cosα in [0, π] and β in [0, 2π]. While there is nothing
particularly wrong with this method, it is not the most efficient one. Because the Mueller

∗Corresponding author: Antti Penttil̈a (Antti.I.Penttila@helsinki.fi)
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matrix computation for every (αi, βi) can be very resource consuming, it would be beneficial
to optimize the averaging (i.e., integration) as well as possible.

This optimization has been studied by Xu and Khlebtsov [6] and by Okada [3]. Xu
and Khlebtsov state that using either Simpson rule or Gaussian quadrature will improve the
accuracy in numerical orientation averaging. Okada proposes the quasi-Monte-Carlo (QMC)
method for the same purpose. Both of these will improve the results compared to the
standard regular grid on the sphere, but they leave space for improvements. The Simpson
rule or Gaussian quadrature are only one-dimensional schemes which must be separately
applied for α and β and then combined to a grid {αi} × {βi}. This will introduce again
certain regularity to the point pattern on the sphere. The QMC points will not have a regular
pattern on the sphere, but there is no guarantee that this is the optimal solution. Generally,
for two-dimensional problem the optimal solution is a two-dimensional quadrature.

The term cubature is used for quadrature integration schemes in more than one dimen-
sion. For integration over spherical coordinates we need a cubature on the sphere. Fortu-
nately, there exists some nice results on this subject, e.g., from Womersley and Sloan [7, 8].
They derive different sets of cubature-on-the-sphere points for slightly different minimiza-
tion criteria, but the main point is that all the sets are very close to optimal and that, in all the
sets, the cubature points are very evenly distributed on the sphere but without regular struc-
ture. In Fig. 1, we show the points in the regular grid and in the minimum-norm cubature
(MN) having the same size.

The spherical cubature points and weights cannot be analytically solved for an arbitrary
number of points; instead, they need to be computed using numerical optimization. There-
fore it is most convenient that Womersley has a library of cubature-on-the-sphere points
with tabulated sets to be downloaded∗.

Figure 1. Upper hemispheres of regular grid points (in the left) and MN cubature points (in
the right) in Lambertian projections. The regular grid has 69 points in the upper hemisphere
and the MN cubature 70 points.

∗Interpolation and Cubature on the Sphere in WWW at http://web.maths.unsw.edu.au/∼rsw/Sphere/
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TEST WITH CUBATURE

We have been using cubature averaging with the F-ST code and with the DDA code ADDA
already for various scattering computations and have been satisfied with its performance.
In this section, we present a small example using both the regular grids and MN cubatures
with various sizes. We use the same 4-sphere and 50-sphere aggregates that were used in a
recent article about the accuracy and performance of different DDA codes [9]. For both ge-
ometries, we consider equal-volume-sphere size parameters of 3.80 and 5.11 and refractive
indices of 1.5 + i0.001. The geometries are shown in Fig. 2.

Figure 2. The two geometries used in testing the cubature. On the left, a 4-sphere cluster
and, on the right, a 50-sphere cluster.

We run the computations using the F-ST code with regular grids having 23, 38, 80, 138,
and 255 (αi, βi) points on the sphere (k points for α and 2(k−2)+1 for β), and with the
MN cubature having 25, 36, 81, 144, and 256 points. Both methods use 61 scattering planes
(angle γ). The mean absolute relative error (MARE) for the intensity (∆θ = 1◦, θ is the
scattering angle),

MARE(I) =
1

181

180∑
j=0

|IA(j∆θ)− I(j∆θ)|
IA(j∆θ)

, (1)

and the mean absolute error (MAE) for the linear-polarization ratio,

MAE(P ) =
1

181

180∑
j=0

|PA(j∆θ)− P (j∆θ)|, (2)

are calculated for all the cases. With IA and PA we denote the accurate values of intensity
and linear polarization ratio (in percents) using the analytical averaging, and with I and P
the corresponding values using numerical orientation averaging. The results are quite similar
for both geometries and for both sizes, so we present the averaged behavior of MARE and
MAE over all the cases in Fig. 3.

It is evident that the MN cubature outperforms the regular grid points when the size of
the cubature exceeds 40–50 points. The improvement with the same number of orientation
points is about 3.5-fold (error using grid divided by error using cubature) for intensity and
about 4.5-fold for polarization ratio.
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Figure 3. The average error for intensity and linear polarization ratio using regular grid
and MN cubature points in orientation averaging. The number of (αi, βi) points is n, and
the black solid line is for the regular grid and the grey dashed line for the cubature.

CONCLUSIONS

We conclude that the cubature orientation averaging scheme has better accuracy than the
common method of regular grid. We recommend that the cubature points should be in-
cluded as an option for orientation averaging for the popular DDA codes such as DDSCAT
and ADDA.
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[3] Y. Okada, I. Mann, T. Mukai, and M. Köhler. Extended calculation of polarization and
intensity of fractal aggregates based on rigorous method for light scattering simulations
with numerical orientation averaging. JQSRT 109 (2008).

[4] B.T. Draine and P.J. Flatau. The discrete dipole approximation for scattering calculations.
JOSA A 11 (1994).

[5] M.A. Yurkin, V.P. Maltsev, and A.G. Hoekstra. The discrete dipole approximation for
simulation of light scattering by particles much larger than the wavelength. JQSRT 106
(2007).

[6] Y. Xu and N.G. Khlebtsov. Orientation-averaged radiative properties of an arbitrary
configuration of scatterers. JQSRT 79–80 2003.

[7] I.H. Sloan and R.S. Womersley. Extremal systems of points and numerical integration
on the sphere. Advances in Computational Mathematics 21 (2004).

[8] R.S. Womersley and I.H. Sloan. How good can polynomial interpolation on the sphere
be? Advances in Computational Mathematics 14(3) (2001).

[9] A. Penttil̈a, E. Zubko, K. Lumme, K. Muinonen, M.A. Yurkin, B. Draine, J. Rahola, A.G.
Hoekstra, and Y. Shkuratov. Comparison between discrete dipole and exact techniques.
JQSRT 106 (2007).

237



Sh matrix for arbitrary scatterers  D. Petrov et al. ELS’XII 

 

 238 

 

Electromagnetic wave scattering from particles of arbi-
trary shapes using the Sh-matrix technique  
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A general analytical solution of the light scattered from arbitrarily shaped particles that are 

represented by an expansion of a series of trigonometric functions and associated Legendre 

polynomials is considered. We focus here on the Gaussian random particles calculating the Sh-

matrix elements; the Sh-matrix approach is a variety of the T-matrix formulation.  

INTRODUCTION  

The most fundamental characteristic that determines scattering of electromagnetic waves 

from physical objects is particle shape. Within the last few decades, there have been many 

studies of light scattering of electromagnetic waves as a function of particle shape, and signif-

icant progress has been achieved in the development of different algorithms and techniques 

in electromagnetic wave scattering [e.g., 1]. Our approach allows a simplification and unifica-

tion of the morphological description of particles. We combine this particle description with 

a T-matrix formulation to calculate the light-scattering from such particles using the Sh-

matrix that can often provide an analytical solution. The Sh-matrix technique [2] has been 

applied to study light scattering of particles with different shapes. The simplified Sh matrix 

depends only on particle morphology and is found by performing surface integrals. Size and 

refractive index dependence are incorporated through analytical operations on the Sh matrix 

to produce the T matrix. We here present the particle generation technique and provide sev-

eral examples of light scattering calculations using the Sh-matrix method. We focus on Gaus-

sian-random-sphere particles.  

THEORY 

Let us consider a particle whose shape is described by a single-valued continuous function 

  ,R , where  and  are the polar and azimuth angles, respectively, in a spherical coordi-

nate system with the center located within the particle. In our approach we expand   ,R  

in a Laplace series  

    


 


0 0

sincoscos,
l

l

m

lmlm

m

l mbmaPR  ,  (1) 
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where the expansion coefficients lma  and lmb  determine the particle shape. The spherical 

harmonics    mPm

l coscos  and    mPm

l sincos  are a complete set of orthonormal 

functions, and hence the set forms an orthonormal basis of the Hilbert space of square-

integrable functions. On the unit sphere, any square-integrable function can be expanded as a 

linear combination of the functions.  

To apply the expansion in practice, the upper limit of the outer summation in (1) should 

be truncated to finite N. The coefficients lma  and lmb  can be found, analytically, if the 

function   ,R  is known. However, there is another way to find the coefficients using 

discrete values of the function  jiR  , . Let us consider the values at 22N  points: 

 jiij RR  , , NjNi 21;1   . By substituting  jiR  ,  into Eq. (1) with finite upper 

limit we obtain a system of linear equations, where lma  and 
lmb  are unknown. Solution of 

this system gives us a representation of the particle shape as a simple and easily calculated 

expansion into a series expansion over trigonometric functions and associated Legendre’s 

polynomials. Such an approach does not require an explicit form of the function   ,R : it 

is sufficient to designate its values at 22N  points. For example, one can generate numerically 

a group of radii radiating more-or-less isotropically from the center of the spherical coordi-

nate system. The radii can be considered as a skeleton of a model particle. The length distri-

bution of the radii and orientation of each are arbitrary depending on the particle. Thus, our 

approach can include regular particles (e.g., spheroids, ellipsoids and cubes) as well as par-

ticles with random shapes, like the Gaussian random particles [3]. To find the light-scattering 

solution, we introduce the so-called Sh matrix, which depends on the object shape only. The 

elements of the T matrix [1] can be expressed in terms of Sh-matrix elements. For example, 

the elements 
11

''nmnmRgJ  and 
11

''nmnmJ  can be expressed using the Sh matrix as follows [2]: 

   
   
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,   (3) 

where rX 2  is the size parameter, r is the size of the major axis of a particle,  is the 

wavelength of incident light; m0 is the refractive index of the particle, Sh and RgSh are the 

shape matrices or just Sh-matrix elements. We have found explicitly the elements for any 

particle whose shape can be represented by the expansion (1). Thus we suggest an analytical 

solution for a very wide class of particle shapes.  

CALCULATIONS AND DISCUSSION  

The current implementation of the algorithm for computing the expansion coefficients and 

particle scattering properties is written in the C++ language and for proper operation re-
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quires the Intel Math Kernel Library not older than 9.1. This code allows us to calculate the 

expansion coefficients for different particles, e.g., ellipsoids, parallelepiped-like particles, and 

Gaussian random spheres. The latter particles can be described through the spherical har-

monics and the associated Legendre polynomials in the manner [3]  

 
  

2

0 0

1

sincoscosexp

,




















 

N

l

l

m

lmlm

m

l mBmAPC

R ,  (5) 

where the coefficients Alm and Blm are independent Gaussian random variables with zero 
mean and equal variances:  

 
 
 

2

0

2

!

!
2  lmlm c

ml

ml






,   (6) 

 22 1ln   ,   (7) 

      ll ilc  exp12 
,  (8) 

2

2
sin

4

1















,   (9) 

where C  is a constant, σ2 is the radii variance,   is the correlation angle, and il(κ) are the 
modified spherical Bessel functions. This method allows one to generate irregular particles. 

The value Γ should be entered in degrees and cannot be smaller than 3°. 

In Figs. 1 and 2, we show orientation-averaged calculated phase dependences of intensi-
ty and polarization degree for Gaussian random spheres at different m0 and Γ using the Sh-
matrix method. 
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Figure 1. Phase curves of intensity and polarization degree for a Gaussian random sphere 

having X = 5, m0 = 1.33, σ = 0.3, Γ = 10º (left panel), and Γ = 50º (right panel).  
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Figure 2. Phase curves of intensity and polarization degree for a Gaussian random sphere 

having σ = 0.3 and Γ = 20º at different m0.  
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We report about alteration of optical properties of the superficial layer of human skin at two 

UV range wavelengths (310 and 400 nm) by application of 35–200 nm –sized particles of tita-

nium dioxide (TiO2), silicon (Si) and zinc oxide (ZnO). The study, based on combination of the 

Mie theory and Monte Carlo simulations, reveals the optimal sizes of the nanoparticles mini-

mizing the transmittance of the layer for the considered wavelengths. 

INTRODUCTION 

Skin located on the body surface is in direct contact with the environment.  It protects the 

inner cells and tissues from such types of hazards as mechanical, chemical, thermal, optical, 

etc. The skin thickness depends on the body region and varies between 1.5 and 4 mm. The 

comprising layers are epidermis, dermis and a layer of subcutaneous fat. The uppermost part 

of epidermis is known for its dead cells without nuclei and is referred to as stratum corneum 

or horny layer. The data about stratum corneum thickness differ in different sources: 6 – 40 

µm on such common sites as the abdomen, flexor forearm, thigh, and back; however, on the 

palms of hands and soles of feet it is 5–10 times thicker. 

Ultraviolet (UV) radiation, being a part of the solar spectrum, covers a range of 100 – 

400 nm and it is usually divided into three sub-ranges: UVC (100 – 280 nm), UVB (280 – 315 

nm) and UVA (315 – 400 nm). UVC is completely absorbed by the atmospheric ozone layer 

located at a height of 18 – 40 km above the sea level. UVB and UVA penetrate the atmos-

phere and affect humans. The UVB fraction is responsible for sunburn and increases the risk 

of basal cell and squamous cell carcinoma due to direct DNA damage. The UVA fraction 

causes sun tanning, photoaging, and provokes malignant melanoma by indirect DNA 

damage (via free radical generation). Moderate sun tanning can prevent sunburn due to 

increased production of melanin, a natural UV protector. 

Improvement of UV protecting functions of the stratum corneum is achieved with 

chemical and physical compounds of sunscreens [1], i.e. light-absorbing organic chemical 

substances and light-scattering and light-absorbing TiO2 and ZnO nanoparticles [2-3]. 
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Recently, Si nanoparticles were suggested for use in sunscreens [4]. In order to suppress the 

generation of free radicals by the particles in the presence of UV light, they are covered [5] 

with silica and alumina. Nanoparticles have a tendency to form aggregates and agglomerates 

in emulsions resulting in changes of their optical properties that are hard to estimate. 

Nevertheless, in recent years new methods were designed to produce particles with diameters 

of 25 nm, deviation of 15 – 20% from the mean value and agglomeration-free. 

In this paper, we theoretically investigate how optical properties of skin in the UV 

spectral range can be modified to reduce the light transmittance by imbedding TiO2, ZnO, 

and Si nanoparticels. Performed calculations are based on the Mie theory and Monte Carlo 

simulations. 

MATERIALS AND METHODS 

According to our earlier study [6], nanoparticles in sunscreens even after multiple applica-

tions are located mostly within the uppermost part (1 – 2 µm from the surface) of the stra-

tum corneum. A mathematical model for Monte Carlo simulations developed by us is 

represented by an infinitely wide plane layer mimicking stratum corneum (20-µm-thick) con-

taining nanoparticles in its uppermost part (1-µm-thick). Particle diameters were varied be-

tween 35 and 200 nm; however, all of them were of the same size for each calculation. Light 

scattering in this upper part is described by a linear combination (hybrid) of Mie and Henyey-

Greenstein phase functions describing scattering by spherical nanoparticles and cells. For the 

wavelengths used in the simulations, the scattering (µs) and absorption (µa) coefficients of the 

stratum corneum (without nanoparticles) are the following:  1) for 310 nm light: µs = 240 

mm-1, µa = 60 mm-1; 2) for 400 nm light: µs = 200 mm-1, µa = 23 mm-1; refractive index is 

equal to n = 1.53 and anisotropy factor g = 0.9 are the same for the both wavelengths. The 

above-mentioned wavelengths were chosen because the 310 nm value corresponds to the 

erythemal peak and 400 nm is at the end of the UV spectrum. Total thickness of stratum 

corneum was 20 µm.  

Optical properties of nanoparticles were accounted for according to [7, 8]. Free software 

MieTab 7.23 was utilized to calculate scattering and absorption cross-sections and a g-factor 

of the particles. Using the obtained values, scattering and absorption coefficients of particle 

suspensions with a volume fraction of particles of 1 % were further calculated according to 

the earlier obtained formulas [9, 10].  

In all simulations, one million photons were launched into the medium. This amount 

ensured sufficient statistical precision of the calculations with an error not exceeding 3 %. 

Based on the amount of photons absorbed, reflected and transmitted through the stratum 

corneum (depending on the particle size and material) the optimal particle sizes minimizing 

the light transmittance were calculated. 

RESULTS 

As an example, calculated transmittance curves for TiO2 and Si particles for the considered 

wavelengths are depicted in Fig. 1. For the shorter wavelength (310 nm) the attenuation ef-
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fect of both types of particles is comparable, while for the longer one (400 nm) the Si par-

ticles clearly outperform TiO2. The sizes of the most attenuating particles are the following: 

56 and 70 nm for Si (for 310 and 400 nm light, respectively) and 62 and 122 nm for TiO2 

particles (for 310 and 400 nm light, respectively). The mechanisms behind these affects are 

the absorption of the UV radiation of the shorter wavelength for both types of particles; 

scattering for TiO2 and absorption and, to a lesser extent, scattering for Si nanoparticles.  
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Figure 1. Transmittance of 310- (a) and 400-nm (b) light through the whole stratum cor-

neum in presence of TiO2 and Si nanoparticles of different sizes within its uppermost 1-m-

thick part. 

 

Comparing the TiO2 and Si nanoparticels as UV protectors we show that the Si particles 

are considerably more effective for attenuation of the longer wavelength (400 nm) radiation, 

while for 310 nm light the efficacy of the particles of both types are more or less at the same 

level. Results are compared to those for the ZnO particles. 
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By comparing porous multilayered spheroids and homogeneous ones with effective permit-
tivity, we find that the ratio of the linear polarization degree of transmitted radiation to optical
thickness of a medium containing partly aligned nonspherical inhomogeneous particles can
strongly depend on their structure. We consider this effect in some detail and note that it
occurs for any nonspherical scatterers with inclusions as well.

INTRODUCTION

The optical properties of homogeneous nonspherical particles have been extensively mod-
eled in the past 25 years (see, e.g., [1, 2]). In contrast, inhomogeneous nonspherical scatterers
have been studied rather seldomly. Exceptions are fractal aggregates (see [3] and references
therein) and particles with randomly distributed small inclusions for which effective medium
approximations provide acceptable results (see, e.g., [4]).

In this paper we consider the linear polarization of radiation passing through an ensem-
ble of partly aligned nonspherical inhomogeneous (porous) spheroids of different structure.
Sect. 2 describes our models of inhomogeneous scatterers and computational methods used.
Sect. 3 presents results of calculations and their discussion.

MODELS AND METHODS

We compare the optical properties of porous spheroids of three kinds (see Fig. 1):
Model I— Scatterers with randomly distributed tiny inclusions approximated by homoge-
neous particles with the refractive index given by an effective medium theory (EMT).
Model II— Scatterers with randomly distributed large inclusions modeled by applying the
standard discrete-dipole approximation (DDA) approach.
Model III — Scatterers with many cyclically repeating layers considered according to [5].
Note that when the number of layers becomes large, the scattering characteristics tends to
depend only on the material volume fractions and tends to be independent of the order
and number of layers. The optical properties of multilayered particles were obtained by the
generalized separation of variables method (SVM) with a spherical basis [6].

Thus, the general parameters are the spheroid aspect ratio a/b (and the type: prolate/oblate),
size parameter xV = 2πrV/λ, where rV is the radius of a sphere whose volume is equal to
that of the spheroid and λ the wavelength, orientation angle α between the particle symmetry
axis and the incident radiation wavevector, porosity P being a fraction of the particle volume
filled by material with a refractive index m.

∗Corresponding author: Marina Prokopjeva (marina.prokopjeva@pobox.spbu.ru)

246



Helsinki 2010 M.S. Prokopjeva et al. Polarizing efficiency of scaƩerers

Additional parameters are, for the model II, the halfwidth of cubic inclusions r (in units of the
interdipole distance) and, for the model III, the number of layers L, aspect ratios of the external
boundaries (a/b)i, volume fractions Vi/Vtot (Vtot is the particle volume) and refractive indices
mi of the layers (i = 1, 2, ..., L).

Figure 1. Cross-sections of three model spheroids considered.

NUMERICAL RESULTS AND DISCUSSION

We consider extinction and linear polarization of radiation passing through a medium pop-
ulated by single size porous spheroids in a picket-fence orientation.

Dimensionless extinction cross-sections of spheroids are calculated for two kinds of
incident plane wave polarizations: QTE

ext , QTM
ext . For an unpolarized radiation, the extinc-

tion and polarization cross-sections of the particles are Qext = (QTM
ext + QTE

ext)/2 and Qpol =
(QTM

ext −QTE
ext)/2, respectively.

We compare the polarizing efficiency P = |Qpol|/Qext (equals to the ratio of the linear po-
larization degree of transmitted radiation to optical thickness p/τ ) calculated for spheroids
of the same parameters a/b, xV, α, P andm, but of different structure (the models I--III).

We find that the ratioQpol/Qext for porous layered spheroids (model III) systematically
differs from that for the corresponding spheroids with an effective permittivity (model I)
(see the left panel of Fig. 2), i.e., the polarizing efficiency of inhomogeneous spheroids may essentially
depend on their structure.

The strength of this effect is more clearly illustrated in the right panel of Fig. 2, where
we plot the ratio of polarizing efficiences for the models III and I as P/Pemt. Note that
this ratio exceeds 1.5 for all particle sizes and can be as large as 2--5.

The effect depends weakly on the orientation of both the prolate and oblate spheroids
but is strongly affected by the particle porosityP and composition forP> 70% (see Fig. 3).

It should be especially important for interpretation of the interstellar extinction and
polarization phenomena within the existing porous models of cosmic dust grains. That is
whywe use refractive index values typical of astronomical silicate, ice, and amorphous carbon
in the visual region. The left panel of Fig. 4 gives the ratio of the polarization degree of
transmitted radiation to optical thickness p/τ for spheroids of different aspect ratio a/b and
porosity P . Note that if an observed value of p/τ was earlier fitted by using homogeneous
(model I) spheroids of a ratio a/b, now this value can be obtained for porous particles of
essentially lower a/b.

According to [5], the mathematical model of multilayered particles can be useful in prac-
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Figure 2. Left panel: Extinction cross-section ratio Qpol/Qext as a function of the size
parameter xV for the model I (homogeneous) and different types of model III (layered
with L = 2, 4, 8, 16, 32) porous icy prolate spheroids. Right panel: Polarizing efficiency
for the porous layered (model III) spheroids P normalized to that for the corrsponding
homogeneous (model I) particles Pemt. Other parameters arem = 1.3, α = 45◦, P=50%,
(a/b)i = 1.4 and Vi/Vtot = L−1 for i = 1, 2, ..., L.

Figure 3. Ratio of the polarizing efficiencies for layered (model III) and homogeneous
(model I) spheroids P/Pemt as a function of particle parameters. Left panel: Different ori-
entation of porous prolate and oblate spheroids (m = 1.7 − 0.03i, xV = 1, P=50%).
Right panel: Prolate spheroids of different porosity and composition (m = 1.3, 1.7− 0.03i
and 1.98− 0.23i for ice, astrosil, and amorphous carbon, respectively, xV = 3, α = 90◦).
Other parameters are L = 20, (a/b)i = 1.5 and Vi/Vtot = L−1 for i = 1, 2, ..., L.

tice. We confirm this statement by comparing the polarizing efficiency of porous multilay-
ered (model III) and homogeneous (model I) spheroids and (quasi)spheroids with inclusions
of different size (model II --- see the right panel of Fig. 4). One can see that the ratio p/τ
for scatterers with small inclusions (r = 0 and 1) is close to the EMT ratio, while the values
of p/τ obtained for the case of larger inclusions (r = 2 and 3) tend to those given by the
multilayered model; i.e., by comparing two simple computational models III and I, one can
reveal possible particle structure effects for scatterers with inclusions.

To conclude, we have found that the ratio of the linear polarization degree of transmitted
radiation to optical thickness of a medium containing partly aligned nonspherical porous
spheroids can strongly depend on their structure, i.e., distribution of materials inside the
scatterers. The effect is especially evident for highly porous particles, but should occur for
any nonspherical scatterers with large inclusions when refractive indices of the matrix and
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Figure 4. Polarizing efficiency p/τ for structurally different porous oblate spheroids. Left
panel: Comparison of the models III and I for different aspect ratios a/b and porosity P
(m = 1.7 − 0.03i, xV = 1). Right panel: Comparison of the models III, I, and different
models II for size parameters xV < 5 (a/b = 1.4, P= 90%, layers and inclusions of two
materials withm1 = 1.7− 0.03i andm2 = 1.98− 0.23i). Other parameters are α = 90◦,
L = 18, (a/b)i = a/b and Vi/Vtot = L−1 for i = 1, 2, ..., L.

inclusion materials essentially differ. So, the results are general and should have different
applications besides interstellar extinction and polarization interpretation mentioned.
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In order to investigate if Camellia sinensis dust particles are a possible carrier of the species Myco-

bacterium a biotechnical procedure was used and to verify the possibility of monitoring this dust, 

a laser-based setup was designed and fabricated and experiments were carried out. Mycobacterium 

smegmatis mc2 155 was used as a model organism to study the effect on Camellia sinensis dust 

particles. 

INTRODUCTION 

Light scattering [1] is an important tool for the optical characterization of small particles 

suspended in air or when dispersed in a medium. The study of the angular scattering depen-

dence of such particulate matter helps in the investigation of the nature of the scattering 

particle and to understand the radiative transfer through a medium containing the scatterer 

[2,3]. A number of different experimental setups have been made in the past to investigate 

the scattering behavior of small particles [4]. 

Tea is an indispensable beverage used all over the world and is mainly brewed from the 

leaves of the plant species Camellia sinensis. Camellia sinensis is grown in many tropical regions 

of the world. During the processing stage from raw leaves to commercially packaged tea, tea 

dust is released into the atmosphere as an effluent. Such organic dust has the possibility of 

acting as a carrier for asthmatic triggers and also a carrier for pathogens [5]. It has been re-

ported that tuberculosis, which is caused by the pathogen Mycobacterium tuberculosis is also 

prevalent in such tea gardens, the reasons being given as low socio-economic status, over-

crowding of residential area and low literacy. Mycobacterium tuberculosis is non-motile and can 

live up to a few weeks in a dry state. The bacteria range from 0.2 to 0.4 microns in size. 

This paper reports the work done in Assam in India, where tea is grown in large gardens 

and processed on a very large scale, to investigate if air-borne Camellia-sinensis dust particles 

are a possible carrier of Mycobacterium pathogens and if monitoring of such non-spherical 

particles can be done by light scattering techniques. An original laboratory light-scattering 

instrument, which could be used to measure the volume scattering of Camellia sinensis air-

borne nonspherical dust was designed and fabricated. 
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EXPERIMENTAL DETAILS 

Light scattering setup 

The setup was designed to study the light scattering characteristics of small particles. The 

essential components of the setup (Fig. 1) are a laser source, controlled sample holders, a 

photomultiplier tube (H 5784-20, Hamamatsu, Japan), data acquisition system (Vinytics, PCI-

9812) and associated instrumentation. The scattered light intensity is sensed by the photo-

multiplier tube. The system uses three He-Ne laser sources used alternatively for three differ-

ent wavelengths of 632 nm, 594 nm and 543 nm respectively, for studying the scattering 

properties as a function of scattering angle. The system can measure scattered light signals 

from an angle of 10º to 170º in steps of 5º for θ, and from 0º to 50º in steps of 10º for φ to 

account for recording the volume scattering. The setup is covered by a black metallic enclo-

sure to cutoff electromagnetic noise and the beam stops are used at strategic points to mi-

nimize the intensity of stray reflections. 

 

 

Sample preparation and Antimycobacterial Assay of Camellia sinensis dust 

The samples of Camellia sinensis dust particles were collected from areas around tea factories 

(Nonoi Tea estate and Hatikhuli Tea estate situated in Assam, India). Using scanning electron 

micrograph images the size distribution of these particles was calculated and the results were 

extrapolated for the population of dust particles. These dust particles are non-spherical and 

have a large size distribution that is nearly Gaussian. The interaction of Camellia sinensis dust, 

when exposed to Mycobacterium species, was studied by using the Agar Well Diffusion Method 

[6]. In order to maintain safe laboratory procedures, the non-pathogenic species Mycobacterium 

smegmatis which has all the characteristic properties of the pathogenic species Mycobacterium 

tuberculosis was used for the investigations. The strain Mycobacterium smegmatis mc2 155 was 

cultured in Mueller Hinton Broth 2 media at 37° C for 18 hours.  The bacterial cells were 

suspended in a saline solution (0.85 % NaCl) and the McFarland standard of the cells were 
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adjusted to a turbidity of 0.5 (approximately108 CFU/ml). The suspension was inoculated in 

Mueller Hinton Agar media and four wells (6 mm) were punched. 50 µl of the sterile organic 

tea dust of two concentrations i.e., 20 mg/ml and 50 mg/ml, dissolved in 1 % (v/v) DMSO 

were added to the wells. Growth of the bacterial cells was not affected by 1 % DMSO as 

shown by our control experiments. 1 % DMSO was used as negative control and Streptomy-

cin was used as an antibiotic control. The plates were incubated at 37° C for 18 h. The expe-

riments were conducted in triplicate. An attempt was made to differentiate sterile tea (Camel-

lia sinensis (L) Kuntze.) dust from Mycobacterium smegmatis contaminated tea dust by investigat-

ing the absorbance at 600nm by the sterile tea dust and tea dust inoculated with Mycobacterium 

smegmatis culture at different concentrations. A 16 hour Mycobacterium smegmatis culture was 

harvested by centrifugation at 3000 rpm, washed twice with sterile Phosphate buffer Sa-

line(PBS) pH 7.4, and resuspended in PBS (pH 7.4). The suspension was further diluted and 

mixed properly in PBS (pH 7.4) containing 20 mg/ml of the tea dust to achieve McFarland 

standards of 0.1, 0.25, 0.5, 0.75 and 1.0 corresponding to approximately 0.3×108 CFU/mL, 

0.75×108 CFU/mL, 1.5×108 CFU/mL, 2.25×108 CFU/mL respectively. The absorbance of 

the samples was measured at 600nm (Cecil Aquarius Spectrophotometer, Sl. No.146 -276). 

The plot between the McFarland Standards and Absorbance at 600 nm presented in Fig. 2. 

indicates that the absorbance of the tea dust increases with the increase in bacterial load on 

the tea dust.  

 

RESULTS 

We have studied the light scattering from Camellia-sinensis dust particles at 543 nm, 594 nm 

and 632 nm laser wavelengths respectively. Scanning electron micrograph images were taken 

to observe the morphology of the particles. UV-vis absorption spectroscopy was performed 

to obtain the absorption spectra. The choice of 543 nm, 594 nm and 632 nm as probe wave-

lengths was employed because UV-vis absorption spectra had shown negligible non-resonant 

absorption at these particular wavelengths. It was observed that the tea dust particles did not 

exhibit any antimycobacterial activity and might act as a potent carrier. It was also observed 

that the light scattering behavior of Mycobacterium contaminated Camellia sinensis dust particles 

Figure 3. Scattering Intensity profile 

of uncontaminated Camellia sinensis 

dust particles at 594 nm. 

Figure 4. Scattering Intensity profile of 

Mycobacterium contaminated Camellia sinensis 

dust particles at 594 nm. 
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significantly vary for the three different laser wavelengths. The scattering results for Mycobacte-

rium contaminated and uncontaminated dust sample shows marked difference for θ=0º, θ= 

10º, θ=20º and θ=30º (Fig. 3 and 4) at wavelength of 594 nm. Preliminary results are shown 

for the light-scattering behavior of tea dust particles. These will be described in more detail in 

the presentation.  

CONCLUSIONS 

In this paper we report the design and fabrication of a low-cost, light-weight and miniatu-

rized light-scattering instrument. The light-scattering behavior of both Mycobacterium conta-

minated and uncontaminated Camellia sinensis dust particles has been studied as a function of 

scattering angle. The instrument has proven itself to be efficient for performing light-

scattering experiments on small particulate matter, so extensive investigations will be further 

carried out on other small particles, aerosols and hydrosols. 
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Atmospheric halos provide means to esƟmate shapes
and orientaƟons of airborne ice crystals

J. Ruoskanen∗
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sion, P.O. box 10, FI-11311 Riihimaki, Finland.

The shapes of ice crystals in tropospheric clouds have been examined with various techniques.
An efficient addition to the methods is provided by halo phenomena arising from reflection
and refraction of sun light in airborne ice crystals. This paper describes the extent to which
conclusions of ice crystal properties can be drawn based on analysis of visible halos. The
associations of ice-crystal orientations and shapes with halo forms can be examined with a
Monte-Carlo simulation algorithm using geometrical optics.

INTRODUCTION

The problem of determining microphysical properties of cirrus and cirrostratus clouds has
received scientific interest due to the role of upper tropospheric clouds in Earth's radiation
budget and climate. The issue has been approached from many different angles. Ice-crystal
nucleation has been extensively examined and numerous laboratory experiments have been
conducted. The ice-crystal content of cirrus clouds has been studied with spaceborne and
ground-based remote-sensing methods with frequencies ranging from millimeter waves up
to visible light [1]. Also various ice crystal probes and cloud-particle imagers have been flown
in aircrafts [2]. Understanding the conditions of the upper troposphere is a demanding task
and despite all the results achieved so far, inconsistencies between theories and practical
measurements arise constantly [3].

Atmospheric halos offer an additional tool for determination of ice-crystal properties
in tropospheric clouds. By looking at the halos visible in a cloud under examination, one
can make fairly accurate estimates of the orientations and shapes of the ice crystals, since
there exists a well established association between halos and ice crystal orientations [4]. Fur-
thermore, some attributes of a halo display give insight into aspect ratio of ice crystals as
well as to possible imperfectness of certain crystal faces. A few authors have dealt with halo
phenomena in this context, but their approaches have not exploited the full potential of at-
mospheric halos as one element in determining the microphysical properties of tropospheric
clouds. In this paper some methods for halo - ice crystal associations are described.

COMPUTER SIMULATIONS OF HALOS

Reflection and refraction of sunlight by hexagonal ice crystals (Ice Ih, see Fig. 1) gives rise
to about 35 halo forms, and when sometimes these hexagons have also pyramidal {101̄1}
faces, a group of about 25 additional halo forms are possible. Earlier scholars used pencil
and paper as well as clever geometrical techniques to solve the light ray paths responsible

∗Jukka Ruoskanen (jukka.ruoskanen@mil.fi)
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for different halo forms and to derive their appearence at different sun elevations. Now we
can harness the computer to do all these calculations. The size parameters of halo-making
ice crystals are large enough to justify the use of a geometrical-optics-based Monte-Carlo
algorithm for simulations of halo phenomena.

Figure 1. Hexagonal column-, plate- and pyramidal ice crystal on the left. The aspect ratio
is the ratio of the length of the prism in c-axis direction to the width in a-axis direction. On
the right, examples of real crystals collected in diamond dust near ground.

In a halo-simulation program [5], a ray from the sun's disk is traced through an ice
crystal according to the laws of geometrical optics until it leaves the crystal and creates a
pixel of light, a halo point, on a celestial sphere. Ice crystals are defined for the computer
as an intersection of half-spaces. At each face the light is split into reflected and refracted
components, whose intensities are governed by Fresnel equations. These intensities are
interpreted as probabilities based on which the decision of plotting is made. After one cycle
a new ray is taken under consideration and the process is repeated for as many rays as needed,
even millions. Each variable controlling crystal dimensions, shape and orientation can be
set to vary according to uniform or normal distribution with a desired standard deviation.
Monte-Carlo halo simulation procedure was first implemented by Greenler and Mallman
[6], and further elaborated by Pattloch and Tränkle [7].

Faint halos and the sometimes encountered lack of halos in high clouds [8] is a clear
indication of the presence of poor halomakers. The program can be expanded to handle also
non-convex polyhedra, such as rosettes, capped columns or twinned plates. Also internal
impurities, face deficiencies and air bubbles can be modelled. These modifications may be
needed in order to evaluate the degradation in halos when the ice crystals are not perfect.

WHAT CAN BE LEARNED BY LOOKING AT A HALO DISPLAY?

Halo displays can be seen regularly − over 100 days a year in most locations worldwide.
Typical displays include only a few halo forms, which come from the group of about ten
most common ones. Compared to ordinary halos complex displays provide more versatile
features from which ice crystal properties can be deduced, but they occur less often. The
properties of ice crystals that can be seen from halos are the following:

Main axis orientation. The orientation of the crystal main axis is readily seen; plate crystal
halos, such as parhelia and circumzenith arc, arise from crystals with their c-axis vertical, and
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column crystal halos, such as 22◦ tangent arcs, arise from crystals with their c-axis horizontal.
In cases of circular halos, the crystals do not have a preferred orientation but are more or less
randomly oriented. Birefringence of ice provides another method to determine themain axis
direction, since the deviation of the extraordinary component reaches a maximum when the
light path is perpendicular to the main (optical) axis of the crystal [9]. The angular separation
of the two components is, however, very small. This poses a challenge for detection of this
separation, especially since the exact location of the inner edge of a halo is not easy to see.

Figure 2. Two simulations showing the effect of different crystal tilts. The standard devi-
ations of normally distributed tilts for plate crystal populations were 3◦ (left) and 6◦ (right),
and for column populations 0.3◦ and 3◦, respectively. It should be noted that the outer halo
touching the circumzenith arc is not a 46◦ halo, but rather a combination of infralateral and
supralateral arcs.

Tilting angles of the crystals. Well developed halos are a sign of very small tilting angles of
the main axis of crystals. In some good-quality displays, the crystal tilts of the order of just
a few tenths of a degree are needed to attain a good match between a halo photograph and
a simulation. The appearence of halos is sensitive to the tilting angle; an increase of a few
degrees can result in a considerable change in the halos (Fig 2). This parameter can be fairly
accurately estimated by comparing photographs with a simulation, thus opening an interest-
ing possibility for comparison between halo observations and e.g. lidar measurements.

Crystal aspect ratios. The orientations of ice crystals in the air are partially dictated by
their aspect ratio and cross section in a plane perpendicular to the main axis. The intensity
profiles of halos and their respective definitions give indications of the shape of ice crystals
that made the halos. Different aspect ratios and profiles have an effect on relative surface
areas of crystal faces, which has a direct impact on the probabilities of occurence of halo-
making raypaths. In addition, some raypaths may become more favoured than others when
the crystal dimensions change and in some cases part of the raypaths may be completely
shut off. These effects are most prominent in pyramid crystal halos and halos with a raypath
involving internal reflections, i.e. less frequently seen halos, see Fig 3.

CONCLUSION

Atmospheric halos provide a tool to estimate airborne ice-crystal properties. When halos
are seen, the information that can be extracted from their appearence can be combined with
the data obtained with other means. Ice crystal - halo associations can be modelled with
a Monte-Carlo-simulation algorithm using geometrical optics. With the aid of computer
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simulations a good match between observed halos and the model can be obtained, giving
values for the shapes and orientations of ice crystals responsible for the halos. There is no
direct way to figure out the crystal sizes from the halos, but for that one may use optical
phenomena produced by the diffraction, e.g. coronae, which are practically always seen
when particles come between the sun and the observer.

Figure 3. An example of the effect of crystal shape on the formation of halos. Simulations
showing two components of diffuse anthelic arcs with a regular hexagonal column (right)
and a triangular one (left). With a triangular column the component B spreads wider than
with a regular hexagon, since within the crystal there is more room for the raypath. The
raypath of the A component (black dots) includes internal reflections from adjacent faces
of the hexagon, which is the reason it is completely missing from the leftmost simulation
since it can not be formed at all when the crystal profile is triangular.
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Measurement of block-diagonal scattering matrix 
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The problem of measurement of the block-diagonal scattering matrix is addressed. It has been 

shown that non-zero elements of the scattering matrix with block-diagonal structure can be 

measured using only two polarizations of input radiation. Optimal pairs of these polarizations 

are derived. Utilization of the optimal input polarization results in half the measurement time 

and a decrease in measurement errors of approximately 30%. 

INTRODUCTION 

The block-diagonal scattering matrix of the form 
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plays a key role in many light-scattering problems. The structure of M in Eq. (1) can be the 

result of symmetry of a single particle or a collection of particles in multiple scattering [1,2] 

and by the illumination-observation geometry for backward [3] and forward [4,5] scattering. 

Scattering matrix M was used in the study of the optical characteristics of oceanic water 

[6,7]; of an ensemble of identical, but randomly oriented fractal particles [8]; of dense spheri-

cal particle suspensions in multiple-scattering case [9]; of the multiple scattering of light by an 

ice cloud consisting of nonspherical ice crystals [10]; of polydisperse, randomly oriented ice 

crystals modeled by finite circular cylinders with different size distributions [11]; for characte-

rizing cylindrically shaped radially inhomogeneous particles [12]; small spherical particles 

(diameters range from 0.2 to 1.5 µm) sparsely seeded on a surface of crystalline silicon c-Si 

wafer [13]; for measurements of the complex refractive index of isotropic materials as ma-

trices of isotropic and ideal metal mirror reflections [14]; in developing a symmetric three-

term product decomposition of a Mueller-Jones matrix [15]; in the very general and impor-

tant cases of (i) randomly oriented particles with a plane of symmetry [16] and  (ii) with equal 

numbers of particles and their mirror particles [17]. 

Non-zero elements of the matrix M can be considered as the corresponding incomplete 

scattering matrices. Our main concern here is the utilization of this fact in the experimental 
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determination of non-zero elements of matrix M to decrease the error and time of measure-

ments. 

MEASUREMENT OF BLOCK-DIAGONAL SCATTERING MATRIX 

The most appropriate measurement strategy of the block-diagonal scattering matrix M in Eq. 

(1) is the so-called time-sequential measurement strategy [18]. The measurement equation 

[18] of the time-sequential strategy takes the form 
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Here k

ir , k

is  are the i-th parameters of the k-th Stokes vectors of input and output radiation. 

From Eq. (2) it can be deduced that the non-zero matrix elements can be measured by using 

only two input polarizations. In other words, Eq. (2) can be reduced to two independent 

subsystems of equations relative to the non-zero elements of M with the following characte-

ristics matrices 
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It can be seen that the rows of the characteristics matrices V1 and V2 are formed by Stokes 

parameters of two polarizations of input radiation. The most important question resulting 

from Eq. (3) is what two polarizations should one use to measure the non-zero elements of 

the matrix M? 

CHOICE OF INPUT POLARIZATIONS 

If the values of parameters k

ir , k

is  in Eq. (2) are known accurately, i.e. without measurement 

errors, then the answer to this question is as follows: any two polarizations giving 

  0det 1 V  and   0det 2 V . However, this is not the case in the presence of measurement 

errors. In this case we use the condition number method [19]. Evidently, the connection 

between the matrices in Eq. (3) dictates that the values of Stokes parameters of  input polari-

zations k

ir  should minimize the condition numbers of both characteristics matrices V1 and 

V2  in Eq.(3) simultaneously. This can be realized by minimization of the condition number 

of the product of the matrices V1V2=V. In this case the condition number is a function of 

four variables: two azimuths and two ellipticities of two input polarizations. 

Analysis shows that the minimal value of condition number is   2Vcond , which cor-

responds to 18.3)()(
min2min1  VV condcond , and this solution is not unique. Graphical-
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ly the dependences of the condition number  Vcond  on values of ellipticities 
2,1  and azi-

muths 
2,1  of input polarizations are presented in Fig.1. 

Dependences presented in Fig.1 correspond to the following pair of optimal input pola-

rizations  7.141 ,  6.372 ,  8.791 ,  5.422 . The explicit form of the charac-

teristics matrices Eq.(3) in this case are  
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Fig.1. Dependences of condition number  Vcond  on values of ellipticities 
2,1  and azi-

muths 
2,1  for first (а) and second (b) polarization of input radiation (other polarizations in 

both cases is fixed and optimal). 

CONCLUSIONS 

We have demonstrated that non-zero elements of the block-diagonal scattering matrix M can 

be measured using only two polarizations of input radiation (see Fig. 1) and derived optimal 

pairs of these polarizations. Note that in practice the measurements with two input polariza-

tions should be foreshadowed by calibration measurements with four input polarizations, 

which determine whether the scattering matrix has exactly block-diagonal form. If it is the 

case, then the utilization of derived optimal input polarizations in Fig. 1 results in half the 

measurement time and approximately a 30 % decrease of measurement errors, with all else 

being equal. 
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Numerical study of diffracƟon effects in light scaƩering
by mulƟple cylindrical scaƩerers
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We compared Maxwell and radiative transfer theories for light scattering by multiple cylindri-
cal scatterers and observed forward diffraction peaks in the Maxwell solutions. We examined
diffraction by dielectric homogeneous obstacles of finite thickness and depicted differences
to the scalar diffraction theory for a single slit. We show that for the interpretation of the
diffraction effects in our multiple cylinder model the single slit diffraction approximation can
be applied.

INTRODUCTION

The application of light has a high potential in medical diagnosis and therapy. For the de-
velopment of effective methods, a theoretical investigation of the interaction of light with
biological tissue is essential. Currently, in most cases, the radiative transfer equation (RTE)
is used for this purpose. Nevertheless, this approach neglects effects originating from the
wave nature of light, such as interference or diffraction. While general restrictions of the
applicability of the RTE are known [1], the task of quantitatively examining these restrictions
for special cases still remains. For these examinations it is necessary to compare the RTE
results with solutions of the Maxwell equations.

In a recent publication, we examined the coupling between solutions of the RTE and
Maxwell theory for the scattering by multiple cylinders arranged in a finite area [2]. Due
to the finiteness of the area, diffraction effects occur in the Maxwell solutions that are not
present in the RTE results. In this contribution we will further investigate these diffraction
effects and highlight some ways to eliminate these effects in order to better compare the two
theories.

RESULTS

Cylindrical scaƩerers in a finite area

In a recent publication, we presented a comparison between RTE and Maxwell theory for
the solutions of the light scattering by multiple cylinders [2]. At first, similar results are
shown here. The RTE has been solved using a Monte Carlo method [3], where the analytical
Maxwell solution for a single cylinder has been used to specify the scattering properties in
the RTE. For the Maxwell solutions an analytical multiple cylinder theory has been applied
[4]. Our simulation models consisted of infinitely long parallel cylinders having a diameter of
d = 2 µm and a refractive index of 1.33+0i. The cylinders have been randomly distributed
over an areaA = 10×10 µm2 with an outer medium refractive index nm = 1.52. We note
that the parameters were chosen to model tubules in human dentin. The light is incident

∗Corresponding author: Jan Schäfer (jan.schaefer@ilm.uni-ulm.de)
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perpendicular to the cylinder axes, having a vacuum wavelength of λ = 633 nm. Different
cylinder densities have been examined. For the Maxwell solution, results of 50 different runs
of randomly oriented cylinders have been averaged for each density in order to suppress
speckles.

The calculated results for both theories are shown in Fig. 1. A good agreement between
Maxwell and RTE results for scattering angles higher than 20 degrees can be observed. For
higher concentrations, the differences increase due to dependent scattering effects which
cannot be accounted for in radiative transfer theory. Furthermore, a large deviation for
small angles can be seen as shown at the right-hand side of Fig. 1. As we argued in [2], these
differences are mainly caused by diffraction effects due to the finite size of our model. These
effects are immanent to the Maxwell solution but cannot be observed in the RTE results.
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Figure 1. Left: Comparison between the Maxwell and RTE results for three different
cylinder densities. Right: In the forward direction huge deviations between the Maxwell and
RTE results can be observed, caused by diffraction effects of the finite scattering area.

DiffracƟon calculaƟons

In this section we will discuss some fundamental issues concerning diffraction and use our
Maxwell solver codes to further investigate the observed diffraction effects. For multiple
cylinder problems we used the analytical method described in [4], for arbitrary structures we
used a self-developed finite-difference time-domain (FDTD) [5] simulation program.

Diffraction occurs when light encounters a small obstacle or opening. The light waves
that pass the object form a diffraction pattern which can be observed in the far field. Usually
a scalar diffraction theory is used, where it is assumed that the obstacle is infinitely thin and
perfectly absorbing. The diffraction by a single cylinder can be approximated as diffraction
by an (inverse) slit where the width of the slit is given by the cylinder diameter. For slit
diffraction (and also for inverse-slit diffraction as is stated by Babinet's theorem) a very
simple formula exists [6]:

I(θ) = I(0)

(
sinβ

β

)2

, (1)

β =

(
kb

2

)
sin θ, (2)

where b is the width of the slit and k = 2πnm
λ is the wavenumber in the outer medium. We

also used this formula for the calculation of the diffraction by multiple cylinders, assuming
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that the collection of all cylinders forms a thin obstacle of the same width as the illuminated
side of the finite area. We could show that the peaks of the scattering function in forward
direction resemble the peaks calculated by the slit-diffraction theory (see reference [2]). The
question remains if the slit-diffraction approximation is applicable for dielectric obstacles of
finite thickness. On the left-hand side of Fig. 2 we compare the slit diffraction results for a
10 µm slit with the FDTD simulations output for diffraction by dielectric obstacles of finite
thickness. For rectangular obstacles, a deviation from the slit diffraction results is observed
even if we assume a perfectly absorbing material (perfectly electric conductor - PEC [5]). If
we reduce the thickness of the rectangular obstacle, the results converge to the slit solution,
also for dielectric materials. On the right-hand side of Fig. 2 the results for a broader slit of
50 µm are also depicted. In summary we can state that the slit diffraction is not applicable
if we treat rectangular obstacles of finite thickness. While the period length of the minima
and maxima does not change much, a location shift of the minima and maxima is observed.
The location is also dependent on the (complex) refractive index of the dielectric media.
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Figure 2. Left: Diffraction by a slit compared to diffraction by different rectangular obsta-
cles. Right: Diffraction by a slit and a rectangular obstacle of various width.

Comparison of diffracƟon calculaƟons with mulƟple cylinder scaƩering results

Based on the diffraction results of the previous section we would not assume that the slit
diffraction theory is applicable to our multiple cylinder model, since we are dealing with
dielectric cylinders arranged in a finite area. We would rather expect that the diffraction
of our model resembles the diffraction pattern by a rectangular profile of the same size as
the finite area. In Fig. 3 we compare the diffraction by different obstacles with sizes of
A = 10× 10 µm2 and A = 10× 50 µm2. It can be seen that the multiple cylinder results
differ from the results obtained from diffraction by the rectangular obstacle having the same
size as the area occupied by the cylinders. On the other hand, the slit diffraction gives a good
approximation for the location and period of the minima and maxima in the diffraction
pattern of the multiple cylinder solution, especially when the cylinders are considered to
be perfectly absorbing. Also, we examined an ordered structure of a grid of 4 × 4 and
4× 20 cylinders with a grid length of 2.5 µm, respectively. For the ordered structure the slit
diffraction solution fits even better.
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Figure 3. Left: Comparison of diffraction results for the case ofA = 10×10 µm2. Right:
Comparison of diffraction results for the case of A = 10 × 50 µm2. The broader side is
illuminated.

CONCLUSION

We presented a comparison between Maxwell and RTE solutions and depicted the occur-
rence of forward diffraction peaks in the Maxwell results. We confirmed that in general it is
not possible to use the single-slit diffraction approximation to explain diffraction by dielec-
tric obstacles of finite thickness. On the other hand, we could show that this approximation
indeed seems to give suitable results for the diffraction of multiple cylinders distributed in a
finite area.

To do a better comparison of the Maxwell and RTE solutions, as applied to an infi-
nite expanse of random cylinders, these diffraction effects have to be suppressed since they
cannot be explained by means of radiative transfer theory. With our calculations we could
qualitatively explain the cause of these effects, but we are not able to quantitatively subtract
these effects from our Maxwell results. To get rid of these effects, we have to distribute the
cylinders in an infinite (or very broad) slab and use a spatially limited (e.g. focused) source.
The Monte Carlo solution of the RTE can easily be extended for performing these calcula-
tions. Our FDTD solution offers possibilities to perform such investigations in the Maxwell
regime.
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The different iterative approaches (GMRES, MINRES, BiCGStab, BiCGStab(2)) to solve
linear systems in scattering problems based on surface-integral-equation methods (Discrete-
Sources Method, T -matrix) are compared. The case where the kernel matrix is relatively small
but ill-conditioned is considered. Different preconditioning techniques (diagonal, block-
diagonal preconditioning matrix) are also compared.

INTRODUCTION

The numerical simulation of light scattering by small particles is a modern and effective
approach to investigate many physical processes. During the centennial history, a lot of
numerical methods have been developed and extended. Most of them require or imply to
solve the linear system problem.

Solving the linear system can be subjected to numerical difficulties because of the ill-
conditionality of the kernel matrix and the finite-precision arithmetic in computers. The
iterative methods help to reduce the influence of this factor and to decrease the required
time to estimate the solution. The extremely large, sparse, ill-conditioned kernel matrix
is the case where the iterative methods are mostly preferable. Therefore, they are used
in volume-integral-equation methods like DDA (discrete-dipole approximation). Precondi-
tioning techniques also allow to strongly improve the convergence of iterative processes.

Here, different iterativemethods and preconditioning techniques for theDiscrete-Sources
Method (DSM) and the T -matrix Method labeled as surface-integral-equation methods are
compared. Cases with relative small but highly ill-conditioned kernel matrices are consid-
ered.

MATHEMATICAL STATEMENT OF THE SCATTERING PROBLEM
Let us consider scattering in an isotropic homogeneous medium R3 of an electromagnetic
wave by a local homogeneous penetrable obstacle Di with the smooth boundary ∂D. We
assume the time dependence to be exp (jωt). Scattering is described by the electromagnetic
fields {Ee,i,He,i} satisfying the Maxwell equations

∇×He,i = jkεe,iEe,i,
∇×Ee,i = −jkµe,iHe,i,

in De,i, De := R3/D̄i, (1)

the boundary conditions enforced on the particle surface

np × (Ei (P )−Ee (P )) = np ×E0 (P ) ,
np × (Hi (P )−He (P )) = np ×H0 (P ) ,

P ∈ ∂D, (2)

and the Silver-Muller radiation condition at infinity,

lim
r→∞

(√
εeEe ×

r

r
−√

µeHe

)
= 0, r = |M | → ∞, (3)

∗Corresponding author: Vladimir Schmidt (vschmidt@iwt.uni-bremen.de)
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where
{
E0,H0

}
is an exciting field, np is the unit outward normal to ∂D , index e belongs

to the external domainDe and i to the domain inside the particleDi, εe,i is the permittivity,
and µe,i is the permeability of media. This boundary value scattering problem is well-known
to have an unique solution.

T -matrix Method
The T -matrix approach is a modern and effective numerical tool for exactly solving the
scattering problem for particles of arbitrary shape. It was proposed by Waterman [1] and
extensively reviewed by Mishchenko et al. [2]. The further extension of the method is called
the Null-Field Method with Discrete Sources (NFM-DS) [3].

In the terms of NFM-DS the internal electromagnetic field is expanded by a suitable
basis of vector wave functions, e.g. in an isotropic medium regular vector spherical wave
functions are used

Ei(r) =
∞∑

n=1

n∑
m=−n

[pmnRgM(ksr) + qmnRgN(ksr)] , ki =
√
εiµi. (4)

The electromagnetic fields outside the circumscribed sphere are expanded into a series of
spherical vector wave functions

Ee(r) =
∞∑

n=1

n∑
m=−n

[amnM(ksr) + bmnN(ksr)] , ks =
√
εsµs, (5)

Es(r) =
∞∑

n=1

n∑
m=−n

[fmnRgMi(ksr) + gmnRgNi(ksr)] , (6)

where ks is the wave number of the isotropic surrounding medium, and amn, bmn and
fmn, gmn are the expansion coefficients of the incident and scattered fields, respectively.
Considering the null-field equations (2) and the expansions (4-6), the transition matrix T
can be obtained from the following linear system:

T ·Q31 = −Q11,

(
fmn

gmn

)
= T

(
amn

bmn

)
, (7)

where the matrices Q31, Q11 include surface integrals over the particle surface. In real
simulations, the matrix size depends on the expansion order 1 ≤ n ≤ Nrank in (4-6) and is
typically less than 10000.

Discrete Sources Method
In the frame of DSM, an approximate solution of the scattering problem is constructed
as a finite linear combination of the field of dipoles and multipoles {zn}Nn=1 deposited in
a supplementary domain ω0. Detailed review can be found in the book by Wriedt et al.
[4]. In the case of a P-polarized incident plane wave and an axially symmetric particle, the
approximate solution can be presented in the form

(
EN

e,i

HN
e,i

)
=

M∑
m=0

Nm
e,i∑

n=1

{
pe,imnD1A

1,e,i
mn + qe,imnD2A

2,e,i
mn

}
+

N0
e,i∑

n=1

re,in D1A
3,e,i
n (8)

with vector differential operators D1, D2, the vector potentials in a cylindrical coordinate
systemA1,e,i

mn ,A2,e,i
mn ,A3,e,i

n , and the amplitudes of the corresponding multipoles pe,imn, qe,imn,
re,in .
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The unknown amplitudes of the discrete sources are to be determined from the bound-
ary conditions (2). To solve this problem, the Generalized Point-Matching Technique is
used. The matching of the approximate solution and the external excitation over the parti-
cle surface is replaced by the matching over particle generatrix {ηn}Ln=1 for each Fourier
harmonic m separately. As a consequence, the unknown vector of amplitudes pm =

{pe,imn, q
e,i
mn}

Nm
e,i

n=1 can be found as a pseudosolution of an over-determined system of linear
equations:

Bmpm = qm, m = 0, ...,M, (9)

where Bm is a rectangular matrix of dimension 4L × 2(Nm
i + Nm

e ). Similarly, the am-
plitudes p−1 = {re,in }Ne,i

n=1 corresponding to the vertical electric or magnetic dipoles can be
found.

Solving this problem we transform (directly or formally) the equation (9) to its 'equiva-
lent' normal form (n = m) (10) through multiplication by the conjugate transpose matrix,

Ampm = b̂m, Am = BT
mBm, b̂m = BT

mqm. (10)

HereAm is a Hermitian, non-singular, positive definite matrix with the dimension 2(Nm
i +

Nm
e )× 2(Nm

i +Nm
e ). Usually, the matrix size lies in the range between 500 and 5000.

ITERATIVE SOLVERS

Krylov subspace
Many powerful and effective methods are Krylov subspace projection methods. These
methods were initiated in the early 1950s with the introduction of the conjugate gradients
methods [5]. For a given non-singular matrix A, an approximate solution is constructed in
the so-called Krylov subspace

xk ∈ x0 +Kk(A; r0), Kk(A; r0) = span{r0, Ar0, . . . , Ak−1r0},

where r0 = b − Ax0 is an initial residual, x0 is a given initial solution, and k is the itera-
tion step. Because of the non-singularity ofA, the vectors r0, Ar0, . . . , A

k−1r0 are linearly
independent and the Krylov subspace is a k-dimensional space. This means that the di-
mensionality of the subspace will increase by 1 up to n per iteration. The Krylov subspace
methods should give the exact solution after at least n iterations, but they give a suitable ap-
proximate solution much earlier. By the criteria on 'optimality', these methods fall in three
different classes:
The Ritz-Galerkin approach — Construct the xk ∈ x0 + Kk(A, r0) for which the residual
rk = b − Axk is orthogonal to the current subspace rk ⊥ Kk(A, r0). The commonly
used methods for symmetric (Hermitian) matrices are CG, SYMMLQ, for non-symmetric
matrices are FOM, CGNE, CGNR.
The minimum residual approach— Construct the xk ∈ x0+Kk(A, r0) for which the Euclidian
norm ∥b−Axk∥2 is minimal over the current subspace. The commonly used algorithms of
the current group are GMRES, RGMRES, FGMRES, GMRESR and version of GMRES
for symmetric (Hermitian) matrices MINRES.
The Petrov-Galerkin approach — Construct the xk ∈ x0 + Kk(A, r0) for which the resid-
ual rk is orthogonal to some other suitable k-dimensional subspace. If we select Lk =
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Kk(AT , s0) for some vector s0, then we obtain the BiCG and QMR methods and their
further modifications CGS, BiCGStab, BiCGStab(l) and TFQMR, respectively.

Based on preliminary simulations, for further comparisons, the following methods
RGMRES(m), BiCGStab, BiCGStab(l) (PIM library [6]) and MINRES were chosen.

PrecondiƟoning techniques
One of the advantages of the iterative methods is the availability of preconditioning tech-
niques. The convergence of an iterative process and the accumulation of round-off errors
strongly depend on the condition number κ(A) = max ∥λi∥//min ∥λi∥, where λi is the
i-th eigenvalue of the matrix A. By multiplication (left- and/or right-sided) by some other
matrixK , we can change the condition number and therefore improve the iterative process.

Because the calculation of well-known preconditioners (ILU, ILUT, IC, polynomial pre-
conditioner) for ill-conditioned dense matrices could be numerically difficult and unstable,
diagonal matrix preconditioners D = diag{d11, d22, . . . , dnn} with different filling rules
as well as two-diagonal preconditioners are chosen. To keep the Hermitian symmetry of the
matrix A, we used the left and right preconditioning Â = D1/2AD1/2, P = D1/2.

In Fig. 1, the iterative behavior of the scattering computation using the DSM method is
plotted. The scatterer is a prolate spheroidal particle with size parameter kR = 50, aspect
ratio e = 10, and refractive index mr = 1.6. As a measure of the quality of the solution,
the discrepancy of the surface fields (∥np × (Ei −Ee −E0)∥/∥E0∥) is used.

A) B)

Figure 1. The iterative behaviour of scattering computation using iterative solvers (a) with-
out preconditioning techniques and (b) with a block-diagonal preconditioning matrix.
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zation 

A. K. Sen* and H. S. Das 

Department of Physics, Assam University, Silchar 788011, India. 

The observed optical polarizations for comets have been explained in the past by assuming the 

cometary grains to be compact spheres, such that Mie theory could be applied to simulate the 

observed polarizations. However, from a realistic point of view, recently other shapes like 

spheroids and aggregates of monomers have been considered for cometary grains. For this 

purpose, T-matrix or DDA based light scattering techniques have mostly been used to simulate 

the observed polarizations. Such polarizations, as observed by the authors for comets Halley 

and Austin, have been explained earlier using Mie theory to understand the composition and 

size distribution of cometary grains. Recently, the authors have used T-matrix technique and   

aggregate grain model to explain the polarizations of comets like Hale-Bopp, Levy, and Hyaku-

take.  The simulated polarization values, with the aggregate model, were found to match the 

observed values much better as compared to compact spherical or spheroidal models. Howev-

er, difficulties have been noted in a simple aggregate model of grains and some possibilities are 

discussed here. 

INTRODUCTION 

Comets are known to exhibit high amount of polarization, caused due to scattering of sun-

light by dust grains present in the coma of comets. The polarizations observed through 

ground based or space borne telescopes largely depend on the scattering angle. As the scat-

tering angle becomes very high (> 160 degrees), almost all the comets exhibit negative pola-

rization. It has been found that the observed cometary polarization data can be explained 

fairly well by assuming the grains to be Mie spheres with a specific dust size distribution and 

compositions characterized by complex refractive indices. Following this procedure, the 

authors had in the past explained the observed polarization values of various comets with 

reasonable accuracy [1-3].  For this calculation, a power-law grain size distribution was as-

sumed from space-craft observations [4] and the complex refractive index was used as a free 

parameter for modeling. This procedure of fitting the observed polarization data using Mie 

theory, for various sizes and compositions, was applied to several comets and it was found 

that the grains of the comets increase in their sizes as they grow dynamically older with suc-

cessive revolutions around the Sun [3]. 

ASPHERICAL GRAINS AS COMPARED TO THE SPHERICAL GRAINS IN COMETS  

It seems quite reasonable to expect that the naturally-occurring cometary grains cannot be 

ideal compact spheres, as required by Mie theory. However, until recently, cometary scien-

tists have been using such Mie particles to explain the observed polarization data, as it is 

more convenient and direct, with a fewer number of free parameters required for modeling. 
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In an attempt to explain the observed polarization data of comet Levy (1990XX), we 

noticed that the polarization can be simulated more accurately if we assume the grains to be 

prolate (with aspect ratio of 0.48) rather than Mie’s ideal spheres [5]. This model calculation 

also successfully reproduced the observed negative polarization values for comet Levy, 

which was earlier not possible for similar comets [6]. A Chi-square minimization technique 

was followed for model fitting. We considered particles with different sizes and composi-

tions, and a T-matrix based scattering code was executed. It was found that the sum of 

squares of difference between the observed and calculated values of polarization becomes 

minimum if we assume that the grains are prolate instead of spheres. And there was com-

plete uniqueness in the model fitting of data. Thus, one could conclude that the cometary 

grains are more likely to be prolates rather than spheres (at least for comet Levy). 

THE AGGREGATES OF MONOMERS AS THE GRAINS OF THE COMETS 

With the fact that the prolate grains gave a better fit to the observed polarization data, as was 

seen for comet Levy, we extended these calculations to other comets, for which fits using 

Mie theory were already available. But no significant progress could be made. 

It has been long believed that cometary grains are fluffy aggregates [7]. Xing and Han-

ner [8] carried out calculations with porous aggregates using DDA techniques for comets 

and got good results. Assuming an individual cometary grain to be an aggregate of several 

monomers, we performed calculations by superposition T-matrix method [9]. To begin with, 

one can assume that all the monomers are of same size and composition. Aggregates are 

built by using either Ballistic Particle Cluster Aggregate (BPCA) or Ballistic Cluster Cluster 

Aggregate (BCCA) method [10]. BPCA is more compact than BCCA. We took several test 

cases of  aggregate grains containing 32 and 1024 monomers (with BPCA and BCCA struc-

tures) and it was observed that, as we increase the number of monomers, the calculated pola-

rization values are not very sensitive to the structure or the size of the aggregate. However, 

the polarization value depends strongly on the radius of the monomers.  Since we considered 

32 to 1024 monomers in our calculations with monomer radii between 0.10 to 0.13 µm, the 

effective aggregate size considered was within the range of 0.1 to 1.3 µm (see [11] and refer-

ences therein). With the polarization data of comet Levy at 0.485 µm [12], a theoretical fit 

was made by choosing N (number of monomers)=128 and initially taking a refractive index 

value close to that of olivine (1.771, 0.108; linearly interpolated value of the refractive index: 

details in [13]) . The monomer radius a was also varied within the range of 0.10 to 0.13 µm. 

A chi-square minimization technique was applied for obtaining the best fit. By this technique, 

we could fit the observed data with a refractive index of (1.783, 0.052) and a = 0.12 µm very 

well and the fit was better than that with prolates obtained earlier [5]. 

With the success for comet Levy, a similar approach was followed for comet Hale Bopp 

[13]. Lasue & Levasseur-Regourd [14] used aggregate dust model to study Hale Bopp. The 

comet exhibited high polarization and grains were believed to be rich in silicates. Data from 

various authors at λ = 0.485 µm and 0.684 µm were considered for modeling. Monomer 

radius a was varied within a range of 0.10–0.18 µm. To begin with, calculations were done by 

taking the refractive index for amorphous olivine, pyroxene, and carbonaceous materials, but 

none of them could produce good fit to the observed data well. It was observed that the 
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data can be fitted with two different values of monomer radius a, at two different values of 

wavelength, however, the size parameters remained the same as 1.56. 

 
Figure 1.  The polarization characteristics of comets Levy and Hale Bopp at 0.485 µm are 

compared .The solid curves represent simulated polarization values using aggregate model. 
 

At wavelength 0.485 µm, the simulated value of a was 0.12 µm, which was the same as 

that obtained for Levy, but with a different refractive index value (1.778, 0.059). For Levy, 

the corresponding value was (1.783, 0.052). However, at 0.684 µm, the best fit value of a was 

0.17 µm, with the refractive index value (1.755, 0.080).  Figure 1 shows the observed polari-

zation values of comets Levy and Hale Bopp, along with the theoretical scattering angle ver-

sus polarization curve simulated assuming the aggregate model of grains.  

More recently, by applying the similar technique, the polarization data of comet Hyaku-

take at three distinct wavelengths 0.365 µm, 0.485 µm, and 0.684 µm were fitted by assuming 

an aggregate model of grains by the authors [15]. It was again found that the monomer radius 

had to be varied to obtain the best fit at different wavelengths, but the size parameter almost 

remained the same. Since this represents an unrealistic situation, it can be indicative of a situ-

ation which is more complex than just having one single aggregate composed of one single 

size of monomers with identical composition. A grain model containing compact spheroids 

and aggregates together may be able to explain the situation better. The work on this is under 

progress. 

CONCLUSIONS 

Any model for cometary grain, in addition to explaining the observed polarization, should 

also explain in general all the observed dust features: the scattered intensity, especially back-

scattering enhancement, polarimetric color as a function of wavelength, etc. However, in the 

present case, we are limiting ourselves to polarization data only, which have been observed 

only at certain specific wavelengths and phase angle ranges. With these limitations and based 

on our analysis above one can conclude that: i) Cometary  polarization  can  be  best  ex-

plained  by  the aggregate  model  of  dust,  as compared to other shapes like Mie spheres 

and spheroids (prolate, oblate etc.); ii) The polarization values are not very sensitive to the 

structure or size of the aggregate. Instead, size of a monomer plays an important role; iii) It 

is interesting to note that the three different comets Levy, Hale Bopp and Hyakutake 
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require almost the same monomer size at same wavelength to simulate the observed polari-

zation curve; iv) At different wavelengths, the best fit conditions can be obtained by varying 

the monomer radius but the size parameter almost remains the same; v) Other grain models 

containing compact spheroids and aggregates together [16] may explain the situation in a 

better way. 
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We propose a novel method for optical properties calculation of very large and complex-

shaped systems of metal nanoparticles having size of the order of 10 nm. The method is based 

on the volume integral equation that describes the electromagnetic scattering. In the numerical 

algorithm, the generalized minimal residual method is used to enlarge the domain of the appli-

cability of the method. 

INTRODUCTION 

With the development of fabrication of complex nanostructured composite media [1] there 

have been intensively elaborated several approaches for modeling their optical properties. 

Approaches that appear to be the most useful in applications and analysis of experiments can 

be divided into two types. The first type includes effective medium approximations [2]. The 

second type includes different techniques of exact electromagnetic analysis of scattering 

structures [3]. Both of them exhibit evident disadvantages. Notably, the effective medium 

theory cannot take into account additional structuring of a medium. By applying an exact 

approach one shortly reaches the limit of calculation resources while attempting to analyze 

structures with growing complexity. 

In this work we propose a method that represents a combination of the two mentioned 

approaches. It gives the possibility to calculate the light scattering on systems containing 

thousands of metal nanoparticles with radii of dozens of nanometers and sufficiently low 

volume density with the restrictions being imposed by the use of quasistatic (dipole) approx-

imation and the assumption that the field from one particle to another comes in the form of 

a spherical wave. 

DESCRIPTION OF THE METHOD 

The numerical derivation of the method is close to the procedure used in volume integral 

equation methods [3] and is based on the generalized source method (GSM) written in the 
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form developed earlier [4]. The volume integral equation that gives the solution of the Helm-

holtz equation writes: 

    



V

ss VdGG rrrJJA 00 , (1) 

where Gs is the scalar free-space Green’s function of the Helmholtz equation. The GSM 

implies the use of “generalized” sources which reflect the difference in spatial permittivity 

distribution of a given problem and some basis value s : 

  EJ sgen i    (2) 

The standard discretization procedure of Eq. (1) consists in partition of a scattering vo-

lume into a number of spatial cells each characterized by some constant value of permittivity 

i  with index i giving the cell number. Then one obtains an algebraic equation which is 

usually solved by the conjugate gradient method or its variations. 

We also use the spatial partitioning of the scattering volume into cells, the size of which 

is small with respect to the wavelength of incident radiation. However, we suppose that these 

cells contain both the host material and metal inclusions which implies for some effective 

permittivity effi . Since the quasi-static approximation is quite acceptable in this case, we use 

the well-known relation [2] 
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where m  is the dielectric permittivity of metal nanoparticles and fi is the volume density of 

metal inclusions. Note that both these values can vary from one cell to another. 

So, after the mentioned discretization subject to formula (3) we arrive to the system of 

algebraic equations that can be written in form: 

 EEE


DA0  . (4) 

Here the vectors 0E


 and E


 stand for the components of incident and scattered field in all 

spatial cells, diagonal matrix D contains factors with effective permittivities and matrix A 

contains geometric factors depending on relative spatial positions of all cells. Note that the 

diagonal of matrix A is chosen to be zero to avoid the appearance of nonphysical field singu-

larities. 

Frequently, linear systems like (4) are solved by the conjugate gradient method. Howev-

er, it often reveals poor convergence rate and, to overcome this drawback, we use the genera-

lized minimal residual method (GMRES). With the use of GMRES, the capabilities of the 
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method allow considering very large systems partitioned into about 100×100×100 cells by 

the use of PC. 

EXAMPLE AND DISCUSSION 

As an example, we calculated the effective refractive index of the transparent medium (re-

fractive index 1) consisting of silica particles of radii 100 nm covered by a layer of silver na-

noparticles of radii 10 nm with volume density about 0.2 (Fig. 1). 

 
Figure 1. Scatterer that represents a silica particle of radius 100 nm covered by a layer of 

silver nanoparticles of radii 10 nm. 

 

It is supposed that such “particles” (silica with a core of silver impurities) are located far 

enough one from another so that re-scattering can be neglected. Such systems appear, for 

example, in the process of growth of metal covers on dielectric nanoparticles [1]. The spec-

trum of the refractive index modification in comparison with transparent host medium is 

depicted in Fig. 2. For the calculation we used the formula 
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where effn  is the effective index of the inhomogeneous medium; 2n  is the refractive index 

of the host material (and 2  is the corresponding permittivity); N is the volume density of 

metal spheres with permittivity 1  and R is the effective radius of a single sphere corres-

ponding to its extinction cross-section.  

The present method is especially useful beyond effective medium approximations when 

it is necessary to introduce some additional structure in the system under consideration. To-

gether with the powerful numerical technique, it provides facilities for modeling optical be-

havior of a wide class of nanostructured media. 
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Figure 2. Spectral dependence of the change in the effective refractive index. 
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For particulate surfaces the slope of photometric phase curves must be zero at zero phase 

angle, otherwise the Maxwell equations are violated. In experiments such surfaces usually reveal 

sharp opposition spikes; however, we found samples that show tendency to have rounded 

phase functions. We also show that blocking of reciprocal trajectories at coherent backscatter-

ing could influence the rounding. 

INTRODUCTION 

The brightness phase curves at small phase angles near opposition were measured for a great 
number of different particulate surfaces, including planetary regoliths and laboratory samples 
consisting of irregular particles with sizes greater than the wavelength [1]. The shadow-hiding 
effect and contribution of single scattering are leading factors forming such phase dependen-
cies for dark particulate surfaces. For rather bright surfaces the effect of coherent backscat-
tering enhancement manifests itself against the background of the shadow-hiding effect wea-
kened by incoherent multiple scattering. A fundamental property of measured backscattering 
curves of powdered surfaces is that almost all of them do not reveal rounding at small phase 
angles. We might anticipate the behavior for the shadowing effect, when electromagnetic 
wave diffraction and the angular size of the light source can be ignored; however, coherent 
backscattering models [e.g. 2,3] predict the rounding, otherwise the Maxwell equations are 
violated. Thus, theory predicts concave curves, while experiment shows convex curves at 
small phase angles. This contradiction between experimental and theoretical results has been 
noted in different papers [e.g. 4]. We discuss possible reasons of the discrepancy. 

LABORATORY MEASUREMENTS AT VERY SMALL PHASE ANGLES 

An obvious explanation of the contradiction could be that in all mentioned astrophysical and 

laboratory measurements the minimum phase angles are too large to reveal the peak flatten-

ing. However, photometric observations of Kuiper belt objects at phase angles <1º do not 

show the rounding [5]. Photometrical laboratory measurements of rather bright powders also 

do not show such a peak flattening [1,6,7], though they were carried out at very small phase 

angles. For instance, in case of measurements [6] the minimum angle was 0.01º, however, the 
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flattening was not found. To improve this parameter we reconstructed our small-phase-angle 

photometer, lengthening the distance between the sample place and the detector. We also 

decreased the light source and detector apertures up to 0.001º. This enables us to reach the 

minimum phase angle equals 0.002º. Figure 1 shows photometric measurements of MgO 

smoke deposits on a smooth substrate. The phase function appears to have a slight bend 

towards zero slope at these small phase angles, though we do not yet observe explicit flatten-

ing. Note, that the MgO sample is a very complicated surface consisting of particles < 1 μm. 

Another example is more prominent. Figure 2 shows photometric measurements of 

MgO smoke deposits and blue water-color crusts, which were measured with another labora-

tory photometer [8]. The MgO deposits demonstrate a sharp opposition spike that is very 

typical for bright regolith-like surfaces. The water-color crusts with albedo 25% show the 

tendency to have a rounded response that we expect from the wave-based models, but which 

are not commonly observed. This, perhaps, relates to the crust structure that is very dense 

and the crust surface that is smoother than in case of MgO deposits. Thus, the problem of 

flattening near opposition is not as dramatic as noted in [4]. The questions, however, are why 

the rounding of photometric curves is so rare and why, if the phase curve is nevertheless 

concave, the rounding effect is so weak. 

 

 
 

Figure 1. Phase function for MgO smoke 

deposits at λ=0.66 and 0.47 μm measured 

with the modified laboratory photometer [6]. 

Figure 2. Phase function for MgO deposits 

on a substrate of smoke from burned Mg at 

λ=0.63 μm measured with the laboratory 

photometer described in [8]. The inset 

shows an electron micrograph of a fracture 

in the water-color crust. 

TRAJECTORY BLOCKING IN COHERENT BACKSCATTERING 

The shadow-hiding effect accompanying single scattering may sharpen concave phase curves 

produced by the coherent backscatter. The same can be observed at higher scattering orders. 

Indeed, shadowing could influence the coherent backscatter by blocking reciprocal compo-

nents of coherent backscattering. We illustrate this in Fig. 3, which shows how one of the 

complementary trajectories can be blocked in the second scattering order. 
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Figure 3. Blocking of a complementary trajectory of coherent backscattering. 

We carried out a computer ray-tracing [9] that allows us to estimate the number of com-

plementary trajectories with and without blocking of one of the reciprocal components for 

different orders of scattering. We studied a particulate medium with packing density near 0.3. 

Figure 4 shows that high scattering orders have peaks in the number of successful trajecto-

ries, when both complementary ways are open and may interfere. This influences coherent 

backscattering, making the phase functions sharper near opposition. 

 

 
Figure 4.  Phase functions of the normalized number of complementary trajectories with 

and without accounting for the shadowing in second and third orders of scattering, com-

puted using ray-tracing [9]. The first scattering order presents the “classical” shadow effect. 

Obviously, we cannot expect that the shadowing effect is valid for a system consisting 

of small particles. However, such a particle (Fig. 2) instead of actual shadowing may produce 

a small electromagnetic phase shift influencing the interference. Recent computations carried 

out by K. Lumme [10] with the T-matrix method have shown that some particulate systems, 

e.g., a cylinder particulate layer, may have convex phase functions. This suggests either un-

known factors in forming the coherent backscattering or a manifestation of the blocking 

mechanism that is automatically taken into account in the T-matrix calculations. 
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CONCLUSION 

Our experiments show that the discrepancy between laboratory measurements and theoreti-

cal calculation results are not dramatic. We have experimental examples of rather bright par-

ticulate surfaces that have phase curves whose slope could approach zero at small phase 

angles. While the Maxwell equations require zero slope in the exact backscattering direction, 

measured peaks are sharper than expected. Our simulations suggest that a blocking mechan-

ism of one of the reciprocal components can increase the sharpness of the backscattering 

peak. This mechanism is valid for all orders of scattering. In case of small particles the block-

ing may produce an electromagnetic phase shift that also can destroy the constructive interfe-

rence of reciprocal trajectories. 
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Our group at the US Naval Research Laboratory has experimentally investigated the optical 

properties of aerosol particles of biological composition, both ambient and laboratory-

generated, for several years.  This paper provides an update on recent laser-induced fluores-

cence results as well as a description of a new experiment to study angle-dependent Mueller 

matrix scattering elements starting this fall.  

INTRODUCTION 

The measurement method that has provided the most significant discrimination capability so 

far has been laser-induced fluorescence [1-6].  We are currently near completion of a 3-year 

program to develop mode-locked laser excitation, having pulse widths in the 0.5 ps range, 

and to evaluate its application to bio-aerosol classification.  Comparison has been made of a 

custom-designed mode-locked fiber laser to commercially available Q-switched lasers in 

terms of the fluorescence and scattering cross sections for a variety of different aerosol par-

ticle compositions.  The result shows that saturation and/or photo-bleaching effects are 

negligible for the fluence levels used for either laser type.  Reasonable agreement of the two 

laser excitation sources was obtained.  A potentially more significant result arises from the 

fact that such extremely short pulses create sufficiently high photon densities to make 2-

photon transition pumping feasible.  We have observed 2-photon excitation of UV emission 

with visible wavelength excitation.  Measurements were made on different biological mate-

rials, each over a range of relevant particle sizes that yield quantitative 2-photon excita-

tion/emission cross sections for bacterial samples for the first time. 

In continuing efforts to develop optical measurement techniques that are applicable to a 

broader range of particle compositions than only those that exhibit fluorescence, we have 

recently gained approval to investigate feasibility of measuring selected Mueller matrix ele-

ments from single aerosol particles.  If polarimetric scattering signatures of individual biolog-

ical aerosol particles as a function of both scattering angles and incident wavelength could be 

obtained, it may be possible to correlate these signature patterns to the structure and compo-

sition of the particles, providing a basis for classification, and discrimination among different 

particle types. 
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MODE-LOCKED LASER 2-PHOTON EMISSION RESULTS 

A previously fabricated apparatus for measuring fluorescent emission in multiple discrete 

spectral bands using commercially available Nd:YAG lasers frequency summed to the UV 

wavelengths of 266 and 355 nm was modified to accommodate a newly developed Yb-doped 

fiber laser.  By switching between these two alternative sources, data could be efficiently 

acquired on the same aerosol sample flowing through the interrogation chamber, and com-

parison of the Nd:YAG and Yb-fiber excitation data could be evaluated.  Two experiments 

were performed in which: (1) the mode-locked fiber laser was frequency-quadrupled to 262 

nm, and (2) the same laser fundamental was frequency-doubled to 524 nm.  Comparison of 

the two types of UV laser sources in the first case showed that there was reasonable agree-

ment in the fluorescence intensity obtained from a variety of aerosol sample materials once 

differences in the incident excitation intensity was taken into account.  For the second ar-

rangement, using the 524 nm laser operating at 41 MHz, the aerosol particles transit the focal 

thickness of the beam (55 micron) in about 18 microseconds and receive an effective fluence 

of 463 mJ/cm2.  The PMT gate width was set to sufficient time to integrate the entire signal.  

Figure 1, below, shows a scatter plot of fluorescent emission from particles of two different 

compositions: (a) Bacillus atrophaeous spore (BG) and (b) Yersinia rohdei (YR) and for two dis-

tinct particles sizes for each sample, as labeled.  The data points are values of individual par-

ticles, and the x and y axes are the emission intensities in 80 nm-wide spectral bands centered 

at 350 and 435 nm respectively.  Particles of kaolin (green dots), a non-fluorescent material, 

were included in both plots as a reference.  One can see that the emission from the biological 

particles can be as much as an order of magnitude higher than the kaolin particles of similar 

size.  Scatter of the data for the biological particles results predominantly from spatial varia-

tion of the particle trajectories in the excitation beam. 

 
Figure 1. Shows a scatter-plot of 524 nm laser-induced emission from (a) Bacillus (BG) spore, 

and (b) Yersinia rohdei (YR) particles for a smaller (red) and larger (blue) particle size for each 

sample. 
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APPROACH FOR SINGLE PARTICLE POLARIMETRIC MEASUREMENT  

A novel, highly parallel, detection scheme has been proposed that is a radical departure from 

previous, conventional approaches to the measurement of polarized scattering data.  Success-

ful demonstration of this new, rapid measurement approach will enable, for the first time, 

polarimetric characterization of individual free-flowing aerosol particles.  Combining this 

experimental capability with state-of-the-art computational scattering models also creates, for 

the first time, an opportunity to use modern multivariate data analysis and pattern recogni-

tion methods to establish correlations between scattering data features and basic particle 

morphology and composition.  Such quasi-empirical analytical approaches could lead to the 

use of scattering measurements to rapidly classify bioaerosol particles of interest. 

Conventional methods for the measurement of polarized scattering involve using a sin-

gle wavelength with a single detector scanned over many discrete angles.  These traditional 

techniques have confirmed the potential utility of polarized scattering measurements for 

discriminating particles based on their size, shape and/or composition differences [7-8].  

However, practical implementation of polarimetric scattering techniques for analysis of aero-

sol particles is not possible with such labor-intensive and time-consuming approaches. 

A recently developed approach [9] in polarized scattering permits very rapid, multiple-

angle and multiple wavelength elastic scatter measurements to be performed on ensembles of 

particles (organisms) suspended in solution.  The approach is based on using an array of 

optical fibers, an imaging spectrometer and a focal plane array to instantaneously create a 

two-dimensional snapshot of scattering data as a function of both wavelength and scattering 

angle.  In principle, all the parameters needed for inversion analysis of the particles’ size, 

shape and composition can be measured simultaneously.  Our plan to modify this multiple 

angle, multiple wavelength experimental method to be able to interrogate individual aerosol 

particles has been approved, and this effort will begin this fall. Preliminary calculations pre-

dict that single-particle measurements are feasible by modifying the new approach to incor-

porate currently available supercontinuum light sources, and intensified CCD arrays. 

Planned initial studies will be conducted on known (nonspherical) particles in suspension 

and validated with models based on T-matrix, discrete dipole approximation (DDA) or other 

established computational scattering methods for ensembles of particles, averaged over all 

orientations.  These selected samples will be studied to determine which scattering matrix 

parameters contribute the greatest degree of discrimination, as well as establish a predictive 

computational model framework for conducting sensitivity analyses. 

The next step will be to extend the technique to interrogate individual aerosol particles. 

We will start with engineered particles of known geometry and composition, and validate 

orientation-dependent models using experimental measurements.  To date, we are aware of 

only one prior, but recent, study of polarimetric scattering from a homogeneous aerosol 

sample (incorporating ensemble orientational averaging) [10]. If successful, our proposed 

study will collect polarized scattering measurements from individual, freely-suspended aero-

sol particles.  Collecting data on different matrix parameters for both polar and azimuthal 

angles simultaneously will hopefully lead to discovery of appropriate combinations of meas-

ured parameters that will decouple the influence of the particle orientation, and permit par-

ticle classification on the basis of its general shape and composition into broad categories.  
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Recent modeling studies have shown that the depolarization ratio at near backscattering an-

gles are strongly dependent on the particles’ aspect ratio, while the periodicity of the back-

scatter is a strong function of the incident wavelength [11]. This feature has not yet been 

exploited experimentally, and may be especially relevant for biological particles such as Bacil-

lus spores. 

Ultimately, a basic understanding of the connection between particle size, shape and 

composition, and its polarimetric two-dimensional angular scattering profile as a function of 

wavelength could lead to enhanced capabilities for real-time bioaerosol agent detection.   
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We model radar backscattering in the C-band from fluffy snowflakes at early stages of melt-
ing using both the discrete-dipole approximation (DDA) and the T -matrix method (TMM).
DDA approximates the particle as a cubic lattice of dipoles, while TMM is an exact method
for nonspherical particles. To simulate falling snowflakes at early melting, the particles are
modeled as oriented oblate spheroids and have melted only at the bottom part. We use two
different dipole distributions for DDA; random single dipoles and dipole groups consisting
of 4×4×4 dipoles. We find that even a very fluffy particle shows resonance features for most
radar parameters. Using theMaxwell-Garnett effective medium approximation in TMM com-
putations seems to match DDA well for all sizes studied. Small amount of inhomogeneously
distributed water has a negligible effect on most radar parameters for both DDA and TMM.
Only the specific differential phase KDP shows clear deviation between DDA and TMM.
Using dipole groups instead of single dipoles to approximate a fluffy snowflake seems to
effectKDP the most.

INTRODUCTION

Uncertainty in modeling of scattering properties of wet snow particles is one of the ma-
jor error sources in melting layer modeling [1]. Typically, wet snow particles are mod-
eled using spherical or spheroidal shapes with a dielectric constant defined by an effective-
medium approximation [2]. It is, however, known that melting hydrometeors represent
non-homogeneous scatterers. Mitra et al. [3] have presented results of wind-tunnel obser-
vations of snow-melting behavior. Based on those observations, several melting stages were
identified. In this study, we analyze scattering properties of the melting snow particles at the
initial stages of melting. At this stage, small water droplets, with diameters of tens of mi-
crons, are formed at the periphery of a snow flake. These droplets are mainly concentrated
at the lower part of the particle. This results in an inhomogeneous distribution of water
in the particle. Given the sensitivity of dual-polarization radar observations on the shape
and dielectric properties of hydrometeors, it is important to analyze whether such particle
inhomogeneities cause observable radar signatures.

In our previous study [4], we modeled radar backscattering from simple shapes, like
spheres, spheroids, and clusters of spheres. We used four different water contents for the
coated spheres and the clusters. We used both DDA and TMM for modeling. The results
showed that DDA agreed well with the exact solutions for homogeneous particles but, for
water-coated particles, the grid should be large enough in order to preserve skin depth. Using
effective-medium approximations in the Rayleigh approximation produced significant errors
when compared to the results for the clusters of spheres. It was also noted that using the

∗Corresponding author: Jani Tyynel̈a (jktyynel@mappi.helsinki.fi)
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filtered coupled dipole (FCD) as polarizability in the DDAmodeling effectively doubled the
accuracy for water particles. We have adopted FCD in our DDA computations.

MODELING

For the modeling, we use an oblate, spheroidal shape to represent falling snowflakes. The
outer shape is used as a spheroidal surface envelope for the fluffy interior, which is composed
of an array of discrete ice dipoles in uniform random positions. We use two different dipole
distributions; random single dipoles (case 1) and dipoles that are clumped into 4×4×4
groups (case 2) in order to check how the skin depth is affected. The total number of
dipoles is practically the same for these two cases. To simulate the early melting process,
the ice dipoles near the bottom surface of the particle are changed to water randomly using
Gaussian statistics. We have prohibited any melting above the equator of the particle. In
Fig. 1, we show example particles for case 1 (left panel) and for case 2 (right panel).

Scattering computations are conducted using the DDA code by [5] and the TMM code
by [6]. For the latter, theMaxwell-Garnett effective-medium approximation is used to obtain
the corresponding refractive indices. In the computations, we use diametersD = 1.0−50.0
mm and two different water contents (relative to mass): 0 %, and 1 %. The aspect ratio is
0.6, which is a typical value observed for snowflakes [7]. Wemodel in the C-band (5.6GHz),
so the corresponding equal-volume-sphere size parameters vary between 0.05 and 2.5. We
used size-dependent density for the snowflakes ρ = 0.15D−1 (D in mm) according to [1].
Particles are horizontally oriented, so the incident direction is normal to the rotational axis.
The scattering matrices are averaged over the horizontal orientation, around the symmetry
axis. In addition, we average over two incident polarizations, parallel and perpendicular to
the symmetry axis.

We plot the horizontal reflectivity Zh = C(k,m)n0|S11|2, the differential reflectiv-
ity ZDR = |S22|2/|S11|2, the argument of the copolarized correlation coefficient δhv =
arg(S22S

∗
11), and the specific differential phaseKDP = −2π

k n0Re[S22(n,n)+S11(n,n)]
as a function of size (k is the wavenumber, n0 the number density, C(k,m) a constant fac-
tor, and S the amplitude scattering matrix in the backscattering-alignment convention). See,
e.g., [8] for more detailed definitions.

RESULTS

Figs. 2–3 showZh (top left panel), ZDR (top right panel), δhv (bottom left panel), andKDP

(bottom right panel) for both TMM and the DDA cases.
Fig. 2 shows the radar parameters for the 0 % water content case. For Zh, there seems

to be a 1 –2 dB systematic difference between DDA and TMM. It is not yet clear, where the
difference originates from. There is a strong resonance peak at D = 38.0 mm, which can
also be seen for both DDA cases. This indicates that even a very fluffy particle preserves
some resonance features typical for symmetric solid particles. ZDR and δhv show some
variation between the DDA cases, but these are negligible. Both parameters show signs of
the resonance peak. For KDP , both DDA cases differ from TMM, with case 2 showing
larger, and case 1 smaller, values than TMM.

Fig. 3 shows the radar parameters for the 1 % water content case. Relatively small
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amount of water has a negligible effect, when compared to the dry case. Overall, TMM
computations together with the Maxwell-Garnett effective medium approximation matches
DDA well for all sizes studied. Small amount of inhomogeneously distributed water has
a negligible effect on most radar parameters for both DDA and TMM. Only KDP shows
clear deviation between DDA and TMM. Using dipole groups instead of single dipoles to
approximate a fluffy snowflake seems to effectKDP the most.

In the future, we will continue this study using larger water contents, and also study the
effect of canting, i.e., deviations from the horizontal orientation due to air drag, on radar
parameters.

Figure 1. Sample shapes for the modeled particles with the density ρ = 0.04 and aspect
ratio 0.6. The single dipole case is on the left and the dipole group case on the right.
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Figure 2. Zh, ZDR, δhv , andKDP as a function of particle diameter in millimeters for the
0 % water content case. TMM computations are in thin solid lines, the DDA case for single
dipoles is in thick dashed line, and the DDA case for the dipole groups is in thick solid line.
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Figure 3. Same as in Fig. 2, but for the 1 % water content case.
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We study how the internal field structure of irregular particles affects the far-field scattering
characteristics by modifying the internal fields of the dipole groups that have the greatest con-
tribution. We concentrate on the longitudinal component, i.e., the internal field component
parallel to the incident wave vector. We use the discrete-dipole approximation to discretize
the internal field and omit the longitudinal component from the dipoles that have the highest
energy density above a preset cutoff value. We conclude that only a relatively small number
of core dipoles, about 5 % of all dipoles, contribute to the non-Rayleigh-type negative polar-
ization at intermediate scattering angles. These core dipole groups are located at the forward
part of the particles. The number of core dipoles in the group becomes greater as particle
asphericity increases. We find that the interference between the core dipole groups, which
was studied previously for spherical particles, is preserved to a large extent for non-spherical
particles. We also find that the longitudinal component has little effect on both the degree of
negative polarization and the depolarization ratio near backscattering.

INTRODUCTION
Single scattering from irregular mineral particles produces negative polarization and shows a
decrease in positive polarization at intermediate scattering angles [1, 2, 3]. Multiple scattering
between different parts of the scattering system can also decrease the positive polarization,
but no mechanism has been hypothesized for it to produce negative polarization at these
scattering angles. We feel that this feature most likely has a single-scattering mechanism, as
we have seen similar polarization characteristics in numerical simulations of large agglom-
erated debris particles. In this manuscript, we provide evidence that concentrated regions
of the longitudinal component of the electric field inside scatterers are responsible for these
features.

We consider single dielectric particles that are comparable to the wavelength in size. For
spherical particles the incident wave always 'refracts' into the particle and produces an odd
parity with respect to the central scattering plane for the longitudinal component [4]. For
non-spherical particles, the refraction is distorted by the irregular surface. Refraction also
can focus the incident wave on to certain parts of the particle interior. The curved surface
acts like a source of internal waves, whose resulting interference can result in concentrated
areas, known as hot spots [5]. We define dipoles that are located at these areas as core
dipoles, and all other dipoles as non-core dipoles. In this manuscript we show that these hot
spots cause a decrease in linear polarization at intermediate scattering angles. This effect is
more prominent for symmetric particles, like spheres.

*Corresponding author: Jani Tyynel̈a (jktyynel@mappi.helsinki.fi)
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In our previous studies [6, 7], we have argued that the negative polarization occurring at
intermediate scattering angles for wavelength-scale spherical particles arises from construc-
tive interference in the scattering plane between two maxima of the longitudinal component
that are separated by distances on the order of half a wavelength. There is always destructive
interference between the waves that form these maxima in the case where the incident field
is polarized perpendicular to the scattering plane (TE) and, hence, zero contribution from
the longitudinal component. However, for the parallel incident field (TM), the contribution
generally varies between destructive and constructive interference depending on the scatter-
ing angle. Near the 90◦ scattering angle, the partial electromagnetic waves originated from
these maxima interfere constructively and, so, their contribution to the scattered field is ad-
ditionally amplified. We stress that the longitudinal component always produces negative
polarization of light scattered at 90◦. This means that non-Rayleigh-type polarization char-
acteristics arising from the longitudinal component must be related to interference inside
the scatterer.

In this study, we identify regions inside the scatterers, defined as the core dipoles, that
are the primary contributors to linear polarization characteristics at intermediate scattering
angles, and study the effect when we omit the longitudinal component for core dipoles, non-
core dipoles, and the same number of randomly chosen dipoles. We choose the brightest
core dipoles based on a 30 % cutoff value from the total longitudinal energy density of all
dipoles. Based on our studies, this seems to represent the most contributing dipoles. We
also study the effect of interference between the waves scattered internally from the core
dipoles by computing the total electric field in the Y Z-plane from all dipoles along the X-
axis. We also compute the total electric field from all dipoles in the XZ- and XY -planes
to reveal phase differences between the maxima. We do this for both X- and Y -polarized
incident fields. It should be noted that this procedure is purely a mathematical tool and not
something that could be observed or measured.

MODELING
For the Gaussian-random-sphere particles, we use circumscribing-sphere size parameter
xcs = 12.0, refractive indices m = 1.5 + i0.01, and m = 1.5 + i0.1, the standard
deviation of relative radius ρ = 0.245, and the power-law index of the covariance function
ν = 4. For the agglomerated debris particles, we use the same size and refractive indices
as for the Gaussian-random-sphere particles. For all the studied particles we use ensemble
averaging for the shapes using 20 different realizations of shape for each case. For the com-
putations we use the DDA code developed by Zubko [8]. In the DDA computations we use
a 64×64×64 -dipole grid for the sample shapes.

RESULTS
In Fig. 1, we present the results from numerical computations using DDA averaged over
20 samples. We show the degree of polarization P = (I⊥ − I∥)/(I⊥ + I∥) using a 30
% cutoff value for the Gaussian and debris particles. For the Gaussian particles, the effect
of omitting the core dipoles is comparable to omitting the non-core dipoles in magnitude.
Here we also see deviations from the exact solution at intermediate scattering angles when
omitting random dipoles. Notice also that omitting the core dipoles has little effect on
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the negative polarization at forward scattering and backscattering directions. For the debris
particles, omitting non-core dipoles has a stronger effect than omitting the core dipoles. We
also studied more highly absorbing particles (not shown here), and found that increasing
absorption weakens the effect of omitting for both Gaussian and debris particles. This
indicates that the contribution from the longitudinal component to linear polarization at
intermediate scattering angles is weakest for absorbing, highly irregular particles. We also
used 10, 50, 70, and 90 % cutoff values in our studies, and found similar effects than for the
30 % cutoff case shown here.

In Fig. 2, we show the contributions of the internal longitudinal components on the
far-field scattering intensities at 90◦. For all particles, when the incident field is polarized
parallel to the scattering plane (panels at the top), there is a very bright amplified area at
the forward part of the particle. The area is symmetric for the sphere, becomes distorted
for the Gaussian-random-sphere particle, and even divides into several areas for the debris
particle. When the incident field is polarized perpendicular to the scattering plane (panels at
the bottom), there is only weak amplification for all particles. In the X-polarized incident
field case for the sphere (top panel on the left), the whole bright area is in phase, which can be
seen as enhancement in the curve above the panel. For the Y -polarized case (bottom panel
on the left), the two weak maxima have opposite phase, which can be seen as cancellation in
the curve above the panel. For theX-polarized incident field case for the Gaussian particle
(top panel in the middle), the bright areas are generally in phase, while for the Y -polarized
case (bottom panel in the middle), there is significant cancellation. In theX-polarized case
for the debris particle (top panel on the right), there are actually two bright areas, which
also can be seen in the curve above the panel. However, these bright areas have opposite
phases, which is seen as partial cancellation in the curve to the right from the panel. This
also produces cancellation for the X-polarized incident wave. For the Y -polarized case
(bottom panel on the right), the contribution of the three maxima near the front part of
the particle almost completely cancel due to destructive interference. This can be seen in
the curve above this panel. Overall, it is evident that the greatest contribution to negative
polarization comes from the incident field polarized parallel to the scattering plane. The
contribution appears to be weakened for the perpendicular incident field.
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Figure 1. The degree of linear polarization for the Gaussian-random-sphere and debris
particles with the exact solution (thin line), and when omitting the longitudinal component
from core dipoles (thick line), non-core dipoles (dashed line), and random dipoles (dotted
line). The longitudinal energy density cutoff value is 30%. The size parameter is xcs =
12, the refractive index is m = 1.5 + i0.01, and the standard deviation of radius for the
Gaussian-random-sphere particle is ρ = 0.245. Notice that the results are only averaged
over 20 samples.

Figure 2. The far-field contribution of the longitudinal intensity component at 90◦ scat-
tering angle for the spherical (panels on the left), Gaussian-random-sphere (panels in the
middle), and agglomerated debris particle (panels on the right) in fixed orientation in the
Y − Z plane. The mapping is not a cross-section, but shows results integrated over theX
dimension. On the top panels are the cases with the incident fieldX-polarized, and on the
bottom panels Y -polarized. At the top of each panel, we show the intensity contributions
integrated along both theX- and Y -axes of the particle. Similarly, at the right of each panel,
we show the intensity contributions integrated along the X- and Z-axes. The refractive
index ism = 1.5 + i0.01. The incident wave is propagating from left to right.
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The microphysical properties of ice crystals, such as size, shape, concavity and roughness, are 

important in the context of radiative properties of ice and mixed phase clouds. Limitations of 

current cloud probes to measure such properties can be circumvented by acquiring light-

scattering patterns instead of particle images. Recent in situ cloud data from the SID-3 probe is 

shown which is consistent with ice particles with rough surfaces being dominant. 

INTRODUCTION 

Cloud feedbacks remain the largest source of uncertainty in climate models. In particular, 

uncertainties exist concerning the radiative forcing of clouds containing ice crystals, most 

notably cirrus. Indeed, whether cirrus clouds warm or cool the Earth’s surface depends on 

ice crystal morphology. Reducing this uncertainty requires detailed in situ characterization of 

cloud particles, so that the scattering properties of the clouds can be correctly represented in 

models.  Also, detailed knowledge of the scattering properties of various cloud particle types 

is needed for accurate retrieval of cloud microphysical properties from remote sensing. One 

of the main barriers to achieving these goals is the inability of cloud probes to determine the 

contribution of small ice crystals (that is crystals smaller than about 50 m) to the total distri-

bution. This is due to crystal breakup on the inlets of these probes [1] and their inability to 

resolve the geometric structure of small ice crystals because of the conflicting demands of 

high optical resolution and large sample volume [2,3].  

In addition to size and shape, two other important properties of ice particles, surface 

roughness and concavity, are known to profoundly affect radiative properties of ice clouds, 

e.g. the asymmetry parameter g [4,5,6]. The measured g of smooth and rough ice analogues is 

typically 0.8 and 0.63, respectively, at visible wavelengths [7]. This means that, in simple 

terms, the rough ice particles in this example might back-reflect nearly twice as much solar 

radiation as their smooth counterparts. Since the longwave g is not expected to vary by as 

much, the overall radiative forcing of cirrus might shift towards negative values, an issue of 

great importance in the context of climate change. However, little in situ data on ice rough-

ness exists: mainly indirect evidence, e.g. the absence of atmospheric halos [6,8] or the shape 

of phase functions [9]. As for the concavity of ice particles, it is thought to occur frequently 

but is seldom quantified, mainly due to cloud probe limitations [10]. Here, we examine the 

recovery of size, shape, concavity, and roughness of ice particles from scattering data, so as to 

bypass the optical resolution limitations of cloud probes. 

                                                      
* Corresponding author: Joseph Z. Ulanowski (z.ulanowski@herts.ac.uk) 
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ICE PARTICLE CHARACTERIZATION USING SCATTERING PATTERNS 

Particle size, shape and concavity 

Several light scattering cloud probes, jointly known as Small Ice Detectors (SID) have been 

developed over the last decade at the University of Hertfordshire. Successive models obtain 

scattering patterns with progressively higher angular resolution. The earlier designs rely on 

multi-element detectors measuring mainly the azimuthal scattering. The first one, SID-1, was 

intended to discriminate between water droplets and ice crystals by determining their spheric-

ity, and relies on six photomultipliers arranged symmetrically around the azimuth [11]. This 

instrument was superseded by SID-2 probes, containing between 24 and 28 detector ele-

ments arranged azimuthally in an annulus [12]. Despite their simplicity, azimuthal scattering 

patterns can also provide the size, concavity, and aspect ratio of prismatic ice crystals [13] 

through comparison with the Ray Tracing with Diffraction on Facets (RTDF) scattering 

model [14]. Some particle information is retained even in the azimuthal frequency spectrum, 

as shown by the recovery of the size and aspect ratio of prismatic ice crystals [15] although, 

not surprisingly, such frequency analysis is limited to cases when some a priori information on 

particle shape exists, and even then some ambiguity can remain [13,16]. 

High-resolution two-dimensional (2D) scattering patterns offer high potential for de-

tailed particle characterization [17]. The latest SID probes, collectively known as SID-3, use 

intensified CCD cameras to capture 2D patterns. It is possible to recover the shape of small 

ice particles by comparing such patterns to the RTDF scattering model [18]. In the next sec-

tion we examine the application of 2D patterns to ice particle roughness. 

Particle roughness 

An indication that ice roughness can be quantified from 2D scattering is provided by expe-

rimental patterns from ice analogue crystals with smooth and rough surfaces, which show 

distinct differences: while the former have sharp, well-defined bright arcs and spots, the latter 

have much more random, “speckly” appearance, but with greater azimuthal symmetry [7]. 

The first in situ cloud data using the SID-3 probe was obtained during the UK Met Office 

CONSTRAIN campaign in Scotland in February 2010. Fig. 1 shows a random selection of 

particles observed in cirrus and mixed phase clouds. Comparison with laboratory ice analo-

gue data, also shown in Fig. 1, demonstrates qualitatively that the image texture of the majori-

ty of the in situ patterns is consistent with the presence of significant roughness. 

Image texture can be quantified using statistical measures, such as the grey-level co-

occurrence matrix (GLCM), which deals with the spatial relationships of pairs of grey values 

of images pixels. In the past, GLCM was applied to retrieving surface roughness from laser 

speckle images of surfaces [19]. Here, four features of GLCM were chosen: contrast, correla-

tion, energy, and homogeneity, in addition to image entropy. They were calculated for 2D 

patterns from cirrus and mixed phase cloud particles as well as smooth and rough ice analo-

gues, and correlated with a subjective measure of speckle pattern. Energy had the strongest 

correlation with the subjective speckle pattern: -0.7. A combined contrast-energy-

homogeneity feature had correlation similar in magnitude with opposite sign, but showed 

slightly larger difference for test patterns of smooth and rough analogues. Interestingly, the 
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GLCM energy shows good correlation with surface roughness and is most robust with re-

spect to variation of "the setup configuration, the position, and the orientation of the surface to be meas-

ured" in the context of laser speckle [19]. Distributions of the statistical features for a random 

sample of 500 patterns from CONSTRAIN are shown in Fig. 2. Like for the qualitative 

comparison in Fig. 1, the properties of most of the patterns were consistent with the pres-

ence of significant particle roughness, at levels exceeding that found in the moderately rough 

analogue crystal used as a reference. The spread of roughness was slightly wider in cirrus. 

Figure 1. Six randomly selected SID-3 patterns from ice particles seen during CONSTRAIN 

cirrus (top) and mixed phase (bottom) flights, compared to patterns from ice-analogue ro-

settes with smooth (top right) and moderately rough surfaces (bottom right). 

 

Figure 2. Frequency distributions of statistical features of 2D patterns from cirrus (top row) 

and mixed phase (lower row) flights.  Arrows show values for the smooth (S) and moderately 

rough (R) ice analogues from Fig. 1. The “combined” feature is (energy + homogeneity – 

contrast).  Note that all but entropy and contrast are anticorrelated with roughness. 
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We report on a novel implementation of the well-known and established method to test ap-

proximate light-scattering codes using the so-called microwave analogy principles for fully 

controlled complex-shaped particles. The set-up allows making broadband ([2-20] GHz) 3D 

measurements of the full amplitude scattering matrix (amplitude and phase of the elements). 

An insight into the most relevant results obtained to date for a 74 sphere aggregate is provided. 

INTRODUCTION 

The Scale Invariance Rule (SIR) states that a dimensionless amplitude scattering matrix can 

be defined for an arbitrary fixed particle embedded in an infinite, homogeneous, linear, iso-

tropic, and non-absorbing medium[1]. This represents the underlying condition to carry out 

microwave analog to light-scattering experiments which involve the simultaneous scaling of 

particle size and wavelength by the same factor, keeping the size parameter constant, and 

using materials that have the same complex refractive index in the microwave region as in the 

optical domain. Application of this method has been successfully proven to provide reliable 

experimental data for the assessment of light-scattering codes (see details and a review by 

B.Å.S. Gustafson[2], with a particular emphasis on the University of Florida’s set-up).  

Still some improvements could be envisaged at several levels: the use of larger wave-

lengths to make the building of fully controlled complex-shaped particles even easier; the 

realization of 3D measurements, viz. when the emitter and the receiver displacement courses 

are not necessarily in the same plane; the determination of both amplitude and phase of all 

elements of the amplitude scattering matrix for a non-spherical particle. In the following, a 

novel implementation of a microwave analog to light-scattering measurement setup is pre-

sented which accounts for these possible extensions. The next section is dedicated to a short 

description of the microwave scattering facility as well as of the procedure to build a fully 

controlled aggregate of few centimeters in size. Then, the methodology to perform a proper 

assessment of scattering codes is summarized, followed by the delivery of sample results. 
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EXPERIMENTAL METHODS AND SET-UPS 

The microwave scattering facility 

The main features of the experimental set-up developed by members of the Institut Fresnel 

in the anechoic chamber of the ‘Centre Commun de Ressources Microondes’[3] are the fol-

lowing (see Fig. 1): broadband measurements (2 to 20 GHz, i.e. 0 = 1.5 to 15 cm); the 

course  of the receiver antenna in the azimuthal plane is of 260°; possible location of the 

emitter antenna out of the azimuthal plane with a 180° vertical excursion (3D measure-

ments); analysis of all polarization cases by rotating the linearly polarized antennas; drift 

compensation[4] and noise characterization and reduction to permit cross-polarization scat-

tering measurements for centimeter-sized targets; and investigation of target orientation from 

axial rotations around the vertical axis (see [5-6] for details). 

 

 
Figure 1. Picture of the facility (left) and azimuthal (‘’in plane configuration’’) and ‘’out of 

plane configuration’’ for the location of the emitter antenna (right). 

Building of a fully controlled aggregate 

The tested fractal aggregate depicted on Fig. 1 is the analog of a micrometric particle com-

posed of 74 spherical monomers with tens of nanometers in diameter. It was obtained by 

realization of the following steps (see Fig. 2): computational generation of the position of 

each individual sphere from pre-specified fractal parameters (fractal dimension 1.7, prefactor 

2); building of the analog aggregate by using a micro-milling machine as three-dimensional 

positioning system and by glueing each sphere (5 mm in diameter) one after the other; posi-

tioning of the resulting aggregate onto a polystyrene support (transparent to microwaves) 

which itself is put at the top of the pole in the microwave facility. Permittivity in the micro-

wave range of the material constituting the spheres (polyacetal) was determined by using the 

‘Epsimu’ laboratory facility[7]. Some other encouraging tests have also been made using ste-

reo-photolithography to design the targets offering thus new possibilities.  
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Figure 2. Steps for the preparation of the analog 74-sphere fractal aggregate. 

ASSESSMENT OF LIGHT SCATTERING CODES: METHODOLOGY, DATABASE 
AND SAMPLE RESULTS 

The aforementioned setups allow the building of a database containing the measurements of 

all amplitude-scattering-matrix elements (amplitude and phase) for this aggregate. To make 

the comparison with light-scattering codes easy and fully coherent, several pre-processing 

operations have to be performed[6]: a calibration method must be applied to both measured 

and simulated data to ensure that the exact same normalization technique is employed (am-

plitude of the incident field equal to unity and phase null at the centre of the target). As the 

convention used in the experimental set-up for the polarization components is not the com-

mon Bohren and Huffman one (referring to the scattering plane), all experimental data were 

converted into the usual frame to define incident and scattered polarization orientations. 

Thus, direct comparison with simulated data is made fully possible as well as it is ensured that 

off-diagonal (S3 and S4) elements contain solely cross-polarization information. 

The resulting database is freely and publicly accessible at the web page 

http://www.fresnel.fr/3Ddirect/database.php, where downloads of the coordinates of the 

aggregate’s spheres, the experimental results and the simulations obtained with Mackowski’s 

T-matrix code are made possible after a registration process. Sample results are provided in 

Fig. 3. One can observe the high quality of measurement data, particularly for the cross-

polarization term S4, where amplitude minima are satisfactorily resolved. Simulations com-

pare very well with the experiments, both in amplitude and phase of the elements. Additional 

experimental results and comparisons with other numerical methods can be found in [6]. 

CONCLUSION 

The novel implementation of a microwave analog to light-scattering measurement setup 

introduced in this paper allows 3D measurements of the full amplitude scattering matrix for 

fully controlled targets, so as to constitute databases for the assessment of approximate light-

scattering codes and also for inversion purposes. We believe that this facility can still be im-

proved to perform full 3D measurements around the object and with application to particles 

even more complex in geometry and composition. 
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Figure 3. Measurements and Mackowski’s T-Matrix simulations of the amplitude and phase 

of S2 and S4 at 18 GHz. The out of plane configuration corresponds to a position of the 

emitter at 60° from the vertical axis. 
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We study phase ratio images of the lunar nearside at low phase angles (1.6° and 2.7°) using 

ground-based telescope observations. The ratio appears highest for highlands of intermediate 

albedo, while bright craters have lower values. An average phase curve obtained with ground-

based and spacecraft photometry of the Moon at phase angles 0.25–73° is presented.  

INTRODUCTION 

The brightness opposition effect (BOE) is a rapid increase of surface brightness seen when 

the phase angle  approaches zero. There are two mechanisms governing the BOE of plane-

tary regoliths: the shadow-hiding effect and coherent backscattering enhancement [e.g. 1,2]. 

The relative contribution of each mechanism depends on , albedo, and surface structure. 

Coherent backscattering can be significant only if the surface is rather bright. The BOE is 

observed for many atmosphereless celestial bodies including the Moon at  below 5–10° [1]. 

There are so far discrepant data about the role of coherent backscattering in the formation of 

the lunar BOE. Low-phase-angle observations of the Moon are difficult. Absolute photome-

try has low accuracy [3], spacecraft data are scarce, and ground-based observations cannot be 

carried out at <1° because of the lunar eclipse. Relative lunar photometry can be performed 

by dividing one image obtained at 1 by another image acquired at a generally larger 2. This 

method can be very effective and was applied to select Clementine [4] and SMART-1 [5] 

data. Similar phase ratio technique was applied to Earth-based telescope data [6,7]. We use 

this method to produce a phase ratio (1.6°/2.7°) image of the lunar disk.  

OBSERVATIONS 

During a two-month campaign in 2006, we carried out quasi-simultaneous imaging photome-

ty of the Moon and the Sun using a 15-cm refractor at Maidanak Observatory (Uzbekistan) 

[3,8]. We have presented results of absolute photometry [3], in particular, phase dependencies 

at  = 1.6 … 73° for several lunar areas acquired at 603 nm. We also obtained a series of 

lunar images near opposition suitable for phase-ratio analysis. The series covers the range of 

 = 1.6 … 3.1° (hereafter,  values correspond to the lunar disk centre). During the observa-

tions near opposition the photometric equator, the direction from the sub-observer point to 
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sub-solar one, was continuously rotated around 180, and the direction of the phase-angle 

trend over the lunar disk was also rotated. Using this rotation we may separate the phase-

angle trend from the albedo distribution on the lunar disk. Below we present results of proc-

essing the opposition series of lunar images at 603 nm.  

PHASE RATIOS 

A phase-ratio image is the quotient of coregistered brightness images of the same scene ac-

quired at different phase angles. Before calculation of the phase-ratio image, the brightness 

images should be corrected for the global limb-terminator darkening using a disk function. 

We here apply Akimov’s theoretical disk function [1,9]  
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where  and  are the photometric latitude and longitude, respectively. The observed bright-

ness (radiance factor) divided by a disk function (e.g., Eq. (1)) is called the equigonal albedo 

Aeq because it corresponds to the mirror geometry of observation/illumination when the 

incidence and emergence angles are equals to /2 [e.g., 10].  

The ratio of equigonal albedo images obtained at 1.6° and 2.7° is shown in Fig. 1. One 

can see that the phase ratio is lower for maria than for highlands, though the difference is 

small (≤1%). Meanwhile, bright craters (e.g., Tycho and Copernicus) are clearly visible as dark 

spots; these are areas having smaller phase-function slopes. Both mare and highland craters 

have phase ratios about 5% lower than their neighbourhood. This is an unexpected result, as 

the craters are rather bright and we could anticipate a manifestation of the coherent backscat-

tering effect resulting in BOE increasing at so small . Thus, either the albedo is not high 

enough to provide the coherent spike or it is too narrow to be revealed at 1.6° … 2.7°. The 

global brightness trend on the image relates to the variations of  over the lunar disk.  

 
Figure 1. Phase ratios 1.6°/2.7°.  

 
Figure 2. Phase ratio 2.59°/−2.59°. 
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Figure 2 shows the phase ratio (2.59°/−2.59°) of equigonal albedo images obtained be-

fore and after opposition. Albedo variations in Fig. 2 are almost suppressed, but due to varia-

tions of  over the lunar disk (in limits of 0.5°) a gradient of phase ratio is seen very well.  

RELATIVE PHOTOMETRY  

The global trends seen in Figs. 1 and 2 allow us to estimate the lunar phase function at small 

. We clipped the edges of the equigonal albedo images to avoid errors of the disk function 

(1) near the limb and terminator. Then, applying the least-squares method we fit an equigonal 

albedo distribution at a fixed  and simultaneously relative phase dependence (the values in 

the range of  = 1.4° … 3.2 with step 0.1) using whole series of lunar images. In Fig. 3 the 

relative phase dependence is shown together with data of absolute photometry of the Sinus 

Medii area (latitude 0°35', longitude −1°17') at large  [3] and with data of relative photome-

try (averaged different lunar types) of Clementine [4] and SMART-1 [5] for very small . All 

equigonal albedo data were fitted (Fig. 3) by the expression [3]:  

  321
321)(


 eaeaeaAeq

, (2) 

where a1=0.0244, 1=30.1, a2=0.0384, 2=5.55, a3=0.0842, 3=0.633 with  measured in 

radians. Simultaneously, normalizing factors for the three sequences of phase function rela-

tive values were fitted to convert these values to absolute equigonal albedo of Sinus Medii at 

603 nm [3]. Figure 3 shows that the lunar BOE is very prominent; its amplitude is almost 

40% in the range of  = 0.25° … 5.0°. At  = 0.5° … 2.0° the phase function of the Moon 

is almost linear. It appears that the main factor determining the lunar BOE is the shadow-

hiding effect. At <0.25° a slight tendency to flatten the phase curve is revealed; this relates 

to the angular size of the solar disk.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Phase dependence of lunar equigonal albedo.  
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CONCLUSIONS 

The phase dependencies averaged over different areas of the lunar surface, obtained by 

ground-based, Clementine and SMART-1 observations, are in agreement with each other and 

compose the integrated phase curve of absolute equigonal albedo. The integrated depend-

ence at  = 0.25° … 75 can be described by the smooth function in Eq. (2), which has nei-

ther inflection nor corner points, suggesting a single mechanism of the BOE formation. The 

phase ratio (1.6°/2.7°) is slightly lower for maria than for highlands, which can be related to 

greater roughness of the highland surface. Bright craters have smaller phase-function slopes. 

This is unexpected, as the craters should manifest themselves in coherent backscattering. 

This suggests that either the albedo is yet not high enough or the spike is too narrow to be 

revealed at 1.6° … 2.7°. The latter is consistent with the regolith of bright young craters be-

ing immature and, hence, consisting of larger particles, resulting in a narrower coherent peak.  
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The particle shape influences the efficiencies of scattering (Qsca) curves versus size parameter 

(X) and consequently on the overall single scattering properties of a sample of particles in 

random orientation. In order to show how the influence of the shape works, a model 

consisting of aggregates of different numbers of spheres has been used to fit laboratory 

measurements of fly ashes. 

INTRODUCTION 

Single scattering properties of a distribution of particles in random orientation depend on 

different parameters such as refractive index, size, shape, internal structure, as well as the 

degree of fluffiness of the particles. The measurements carried out in the scattering 

laboratory [1] and those obtained from astronomical observations [2] provide information on 

the overall scattering properties of a sample formed by small particles in random orientation. 

Individually identifying or “untangling” the way in which each parameter is affecting the 

overall scattering properties is difficult since these parameters have a collective influence on 

the measurements. In order to better understand how the single scattering properties 

observed are affected by these parameters, a lot of research has been carried out [3-7]; 

however, some questions remain open. The problem of single scattering by a distribution of 

small particles in random orientation can be approached by different techniques. We chose 

the DDA (Discrete Dipole Approximation). Despite it is not suitable for performing 

calculations for particles bigger than the wavelength of the incident light, on the current 

computers, in a reasonable time (days), it has the potential to reproduce any particle shape. 

We can fix all parameters of the model except for one and then vary it to study the response 

of the system. In this work, we present an attempt to fit a set of scattering laboratory 

measurements [1] by modeling it with a distribution of different aggregates of spheres. 

Nevertheless, our main goal is not to exactly fit the laboratory measurements, but to show 

how the particle shape is influencing Qsca; and therefore, the way it is determining the size 

average of the elements of the scattering matrix. 

MODEL 

We have modeled the system by using Eq. (1), which gives the scattering matrix as a function 

of the scattering angle , for a certain wavelength , under the assumption of independent 

scattering  

                                                      

* Corresponding author: Rosario Vilaplana (rovilap@fis.upv.es.)  



Helsinki 2010 R. Vilaplana et al. Single scattering study 

 

 307 

 

 
2

1

)(),,(),(
r

r

ij drrnrFFij  . (1) 

In Eq. (1), n(r) is the size distribution as a function of the radius, r1 and r2 correspond to the 

smallest and largest particles in the distribution respectively, and Fij (,,r) is one of the 

elements of the scattering matrix for a single particle of radius r.  

CALCULATIONS 

As mentioned, we have compared our calculations with laboratory measurements of fly 
ashes. The peculiar shapes of the particles involved in these measurements [1] have 
motivated the used model. Upper side in Fig. 1 show what these shapes are like. 
Regarding the eight aggregates of spheres shown in this image, the four on the left are 
made of a smaller number of spheres than those on the right. The shape average was 
performed by considering all these aggregates and a single sphere, with the same weight. 
Calculations corresponding to all aggregates have been carried out by DDA, and those for 
the single sphere have been also performed by Mie theory, for a wavelength of 0.633 µm in 
all cases. The value of the refractive index used was 1.5+0.001i, as given in [1]. The size 
distribution function n(r) was chosen a power law with negative exponent equal to -1.8, 
r1=0.1 µm and r2=1.0 µm. We have divided this range into 35 radii equally spaced 
intervals. The truncation of the size distribution to these values was a consequence of the 
computational limitations with the DDA code. The calculations were averaged over 2000 
orientations to mimic the random orientation, and the number of dipoles was chosen so 
that the accuracy condition |mkd|< 0.5 was fulfilled [8].  
 

 

 
Figure 1. Eight aggregates made of 5, 7, 7-linear, 9, 14, 19, 25 and 36 spheres (top) and a 

comparison of laboratory measurements of fly ashes with our size and shape averages from 

0.1 to 1.0 µm considering the eight aggregates and a single sphere equally weighted (bottom). 
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RESULTS AND DISCUSSION 

In Fig. 1 (bottom), we show the comparison of our results with the laboratory 

measurements, size and shape averaged, considering the eight aggregates of spheres shown 

on the upper side of this figure, plus a single sphere. In Fig. 2, we can see the overlapped 

images of the size averaged results for each of the aggregates of spheres (blue and green lines) 

and for a single sphere (dashed black line). From Fig. 2, it comes out that the contribution of 

the aggregates of less number of spheres (9) is necessary to approach the laboratory 

measurements (see in Fig. 2 the blue and green lines). On the other hand, we note that the 

real size distribution, as given in the reference [1], has constituents with X larger than 10. 

 
Figure 2. Comparison of laboratory measurements of single scattering matrix elements of fly 

ashes with our size averages from 0.1 to 1.0 µm for each one of the aggregates of spheres 

(blue and green lines) and for a single sphere (dashed black line). 

 

Figure 3. Qsca versus X for the aggregates with a number of spheres 9 (5: , 7: >, 7-linear:  

and 9: ) and a single sphere (DDA: + and Mie: solid red line). The square on Qsca curve of 

aggregates with number of spheres of 1, 5, 7, 7-lin and 9 are considered in the “same” state 

of oscillation to that marked by an arrow on the Qsca curve of the single sphere (red line). 
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In Fig. 1, we see a not perfect fit of the results of DDA to the measurements, the 

calculations 

stopping at r2=1.0 µm. In particular, the deviation of the calculated values from the 

measurements points to a Rayleigh-like behaviour. From Fig. 2, we infer that the more 

spheres the aggregates are made of, the more the calculated values resemble Rayleigh features 

of the scattering matrix elements as functions of the scattering angle. This is suggesting 

us an explanation for the unperfected fitting: when aggregates are made of a large number of 

spheres, the curve of Qsca as a function of X changes so that we are skipping some of its main 

features by cutting our size distribution at r2=1.0 µm. In order to prove this, we present on 

Fig. 3 the Qsca curves for the four aggregates with a number of spheres  9 till X=10, along 

with the Qsca curve of the single sphere, calculated till X=15. A progressive displacement to 

the right and rising of the Qsca curves is observed when the number of spheres of the 

aggregates increases. Due to this displacement, some of the features of Qsca that correspond 

to r > 1.0 µm are lost in our calculations, and this effect becomes more 

important as the number of spheres of the aggregates increases. The result is a Rayleigh-like 

behaviour because only the first oscillation of the curve of Qsca is been considered for the size 

distribution. 
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We present a new library of routines for computing light scattering by axially symmetric par-
ticles with multiple layers. The library is written in Python and relies on the modern scientific
framework SciPy. The tool is based on the generalized separation of variables method with a
spherical basis. We discuss capabilities of the code and present results of extensive computa-
tions giving insight in the dependence of optical properties on the scatterer size and structure.
We also share some experience of Python/SciPy usage.

INTRODUCTION

FORTRAN and C++ are traditionally used for computations in light scattering. They pro-
vide very fast codes, but using them is known to require development skills from researchers.
A programming language that is more convenient to develop with and at the same time al-
lowing as fast computations as with traditional languages is Python (http://python.org). This
modern powerful scripting language is used in a wide variety of application domains. Its ma-
jor advantages are cross-platform compatibility, open source, very clear and readable syntax,
large amount of standard and third-party libraries for different tasks. Python code is very
easy to develop, maintain and scale.

Python has recently become widely used in scientific applications mostly because of de-
velopment of SciPy. SciPy (http://scipy.org) is a Python library for scientific computations,
including modules for linear algebra, special functions, multiprecision arithmetic, symbolic
mathematics and many others. Using Python allows researches to utilize standard func-
tions for most of the tasks and focus on the algorithm implementation. SciPy also provides
MATLAB-like environment for interactive computations and rich data visualization tools.
As Python/SciPy nowadays are widely used in various fields of science there are a lot of
packages for astronomy, biology, geosciences, chemistry, etc. Using SciPy makes integra-
tion with these packages quite easy.

The speed of SciPy-based code is comparable with that of MATLAB codes. However,
Python provides facilities for integration with FORTRAN and C++ that allow one to have
the speed of the low level languages, while keeping the code simplicity of Python.

GENERALIZED SEPARATION OF VARIABLES METHOD

To solve the light scattering problem we generalize the separation of variables method [1],
that is most suitable for layered particles among the methods using field expansion [2].

We consider a particle with L layers embedded in a homogeneous medium. Each layer
surface ∂Γ(i) is axisymmetric with the symmetry axis coinciding with z-axis. An incident

∗Corresponding author: Alexander A. Vinokurov (alexander.a.vinokurov@gmail.com)
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plane wave propagates at the angle α to the z-axis. The electromagnetic fields in each of the
domains Γ(i) satisfy the boundary conditions

E⃗(i)(r⃗)× n⃗(i)(r⃗) = E⃗(i+1)(r⃗)× n⃗(i)(r⃗), r⃗ ∈ ∂Γ(i), i = 1, . . . , L, (1)

where n⃗(i) is an outward normal to the layer surface ∂Γ(i). The field in Γ(1) is a sum of the
incident and scattered fields E⃗(1) = E⃗ inc + E⃗sca.

All fields are expanded in terms of spherical wave functions. The expansions are sub-
stituted in the boundary conditions (1). Multiplication of these conditions by the angular
part of different index wave functions and integration over the corresponding surface ∂Γ(i)

yield a system of linear algebraic equations relative to the expansion coefficients x⃗(i)

P
(i)
i x⃗(i) = P

(i)
i+1x⃗

(i+1), i = 1, . . . , L,

where P (i)
j are some infinite matrices (see for details [3]), x⃗(1) = (x⃗inc, x⃗sca)T. The ex-

pansion coefficients of the incident field x⃗inc are known. The unknown coefficients of the
scattered field expansion can be found from a smaller system [1]

P
(1)
1 x⃗(1) = P

(1)
2

L∏
i=2

[
(P

(i)
i )−1P

(i)
i+1

]
x⃗(L+1).

TOOL IMPLEMENTATION AND TESTING

The algorithm was implemented as a Python code. SciPy routines were used for linear al-
gebra and for computing values of spherical functions. For massive computations Python's
standard data storage and plottingmethods were effectively used. Themost resource-hungry
part (computation of elements of matrices P (i)

j ) was implemented as a FORTRAN77 mod-
ule and imported with f2py. The use of object oriented programming allowed efficient code
reuse and more scalable design. With Python we achieved a significantly more clear and
smaller code than with FORTRAN77 (1700 versus 2600 lines of code) and richer function-
ality, while preserving the same speed as with FORTRAN.

The new tool was compared with available codes based on the extended boundary con-
dition [4], null-field [5], and DDA [6] methods. For example, see Fig. 1, where normalized
intensity of multilayered prolate spheroids (F11/g) computed with different techniques is
plotted. Here g is the cross section of equivolume sphere. The computations have shown
that our results perfectly match with those given by the other codes for particles with a rel-
atively small number of layers and provide more accurate results for particles with a large
number of layers.

Fig. 1 shows that our code is highly effective for multilayered particles, providing reliable
results for small scatterers with several hundreds of layers and for large scatterers (xV = 30)
with up to 4 layers. Relative difference between the scattering and extinction cross sections
δ = |Csca − Cext|/(Csca + Cext) was utilized as an accuracy measure.

NUMERICAL RESULTS

Using the code we have performed extensive computations to analyze the impact of particle
size, shape and structure on different optical properties. A detailed graphical library of com-
putational results is presented at theDatabase ofOptical Properties (DOP) at http://www.astro.
spbu.ru/DOP/8-GLIB/op3.
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Figure 1. Results validation for multilayered particles. In left, comparison with NFM and
DDA, and in right, relative error vs. the number of layers. The particle layers are equivolume
prolate spheroids with aspect ratio a/b = 1.4, the materials are ice (m = 1.3) and vacuum
(m = 1) repeating cyclically. The incident wave propagation angles are α = 0◦ (left) and
45◦ (right), effective size parameters xV = 3 (left) and from 0.1 to 30 (right), number of
layers L = 8 (left) and from 1 to 1000 (right).

Fig. 2 illustrates comparison of intensity and degree of linear polarization of porous
scatterers approximated by 2- and 16-layered particles and homogeneous particles having
the refractive index derived from the effective medium theory. These results extend the
well-known work [7] where dependence of the scattering matrix elements on homogeneous
particle size and orientation was discussed in detail. One can see that the main effect of scatterer
structure is appearance of strong polarization maxima and minima in a very wide range of the scattering
angle values. This and other revealed effects of scatterer structure are discussed in detail in
[3].
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Figure 2. Normalized intensity and the degree of linear polarization vs the scattering angle
and effective size parameter for homogeneous and layered prolate spheroids. The particle
symmetry axis is parallel to the incident beam (α = 0◦). The particle layers are equivolume
spheroids with aspect ratio a/b = 1.4, the materials are ice (m = 1.3) and vacuum (m = 1)
repeating cyclically.
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Light scaƩering by interstellar dust: Assessments of re-
lated direct and inverse problems
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This summary provides a gateway to the literature on light scattering by interstellar dust.

INTRODUCTION

About half of the atoms heavier than helium in the interstellar medium (ISM) of the Milky
Way Galaxy are in the form of interstellar dust, amounting to about 1% of the mass of the
ISM. The most profound effect produced by interstellar dust is interstellar extinction of star
light, resulting in an optical depth at visual wavelengths of about unity for a path length of
about 3 × 1021 cm [1]. Consequently, with a diameter of the galactic disk near 1 × 1023

cm, the extinction by dust causes most parts of our Galaxy to be unobservable at optical
wavelengths.

Interstellar extinction is caused both by absorption and scattering by solid grains ex-
hibiting a wide size distribution ranging from a few 10−7 cm to a few 10−4 cm, with
scattering by the larger grains being the dominant contribution to the extinction at most
ultraviolet/visible/near-infrared wavelengths [2−4]. The study of the scattering properties
of interstellar dust provides important constraints on the size distribution of the grains as
well as critical information for astrophysical problems in which dust scattering is involved.

DIRECT PROBLEM: OPTICAL PROPERTIES OF SMALL PARTICLES

The early work by Mie [5] and the slow acceptance of the existence of interstellar dust by
the astronomical community in the 1930's [1−4] allowed a rapid convergence of theory and
observation [6,7], once the presence of dust particles in the diffuse interstellar medium of the
Milky Way galaxy was established [8]. The monographs by van de Hulst [9] and Bohren &
Huffman [10] provided the basis for the computation of the optical properties of interstellar
grains, following Mie's [5] theory for homogeneous spherical particles. Although polarimet-
ric observations have established the mostly non-spherical shape of interstellar grains, and
although techniques for the computation of the optical properties of inhomogeneous, non-
spherical particles have been developed (see Voshchinnikov [11] for a recent review), Mie's
theory for spherical grains is still considered an adequate approximation for most applica-
tions, given the persistent uncertainties involving the chemical nature, physical structure,
optical constants, and size distribution of interstellar dust [12]. These uncertainties will per-
sist as long as remote sensing is the exclusive method for the study of the properties of
interstellar grains. When needed, techniques such as the T-matrix method [13] or the dis-
crete dipole approximation [14] are available for the computation of optical properties of
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non-spherical particles or particles of arbitrary shape and mixed composition, respectively.
The most comprehensive resource on the theory of scattering by non-spherical particles
currently available is the monograph by Borghese, Denti, and Saija [15]. Special computa-
tional tools have been developed for the determination of scattering properties of spherical
particles with very large size parameters [16,17].

INDIRECT PROBLEM: SCATTERING PROPERTIES OF COSMIC DUST

Four classes of astrophysical systems exist in which scattering by interstellar grains can be
observed and used as a basis for the empirical determination of their scattering properties.
These are, in decreasing order of the angular extent, the sky as a whole, which contains
the diffuse galactic light (DGL) produced by the general galactic dust distribution [18−20],
illuminated by the interstellar radiation field (ISRF) due to all stars, followed by individual
interstellar clouds illuminated externally [21] by the ISRF, then reflection nebulae [22−25],
where individual clouds are illuminated by single or multiple embedded stars, and finally
scattered light halos surrounding distant point sources, seen at both X-rays and optical light
[26−28]. In all instances, appropriately designed radiative transfer models [17,22] are the
essential tools that produce the link between observations and the scattering properties of
the grains. The information typically derived are the dust albedo and the asymmetry of the
scattering phase function as functions of wavelength, critical information about the sizes of
grains, and finally information about the spatial distribution of the dust particles. The dust
albedo, at most UV/visible/near-IR wavelengths, is ∼ 0.6 − 0.7 and the phase function
asymmetry parameter g =< cosα >∼ 0.6 − 0.8, indicating that interstellar scattering is
dominated by highly reflective, strongly-forward scattering grains. The reduction of the dust
albedo around the wavelength of the far-UV extinction feature at 2175 Å [25] shows that
this feature is produced by absorbing nanoparticles. Similarly, the decline of the albedo at
the shortest far-UV wavelengths [29] indicates the growing absorption contribution by the
smallest interstellar grains. High-albedo scattering at near-IR wavelengths identifies astro-
nomical environments where micron-sized grains dominate the scattering [30,31].

ASTRONOMICAL APPLICATIONS

The empirically determined scattering properties of interstellar dust are commonly used to
constrain models of interstellar grains [32,33]. They also are critical input parameters for
models designed to compute the dust attenuation in externally observed dusty galaxies, in
which the dust-scattered radiation becomes a significant part of the total spectral energy
distribution seen by a distant observer [34]. Finally, in addition to scattering, interstellar dust
exhibits optical photoluminescence when exposed to ultraviolet observation. Knowledge
of the wavelength dependence of the scattering properties is essential in order to separate
the photoluminescence component from the scattered light component [35,36].
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The relaƟonship between grain shape and interstellar
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N. V. Voshchinnikov∗ and I. S. Yakovlev
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We analyze the effects of grain shape and orientation on the parameters of the interstellar
linear-polarization curve. The consideration is performed for partially aligned prolate and
oblate spheroidal particles with aspect ratios a/b varying from 1.1 to 10.

LINEAR POLARIZATION: OBSERVATIONS

The phenomenon of interstellar linear polarization is caused by the linear dichroism of the
interstellar medium due to the presence of non-spherical oriented grains. Non-spherical
particles produce differing extinction of light depending on the orientation of the electric
vector of incident radiation relative to the particle axis. The spectral dependence of po-
larization in the visible part of the spectrum P (λ) is described by the Serkowski empirical
formula (see, e.g., [1])

P (λ)/Pmax = exp[−K ln2(λmax/λ)], (1)

whereK is the coefficient, Pmax the maximum degree of polarization, and λmax the wave-
length corresponding to it. From the analysis of observational data for several hundred stars,
it has been found that the upper limit on the ratio of Pmax to the colour excess E(B−V)
is [1]

Pmax/E(B−V) <∼ 9%/mag . (2)

This ratio determines the polarizing efficiency of the interstellar medium towards a particular
star.

A relation has been established between the total-to-selective extinction ratio RV and
λmax (RV = (5.6± 0.3)λmax, λmax in µm) and regional variations of RV and λmax (see
Fig. 4.13 in [2]). The increase of RV and λmax is usually attributed to the growth of grain
size, although both parameters also depend on the degree and direction of grain alignment
[3].

In [3], an anticorrelation has been noted between the observed polarizing efficiency and
λmax, i.e., a larger value of λmax corresponds to a smaller value of Pmax/E(B−V). Using
the model of infinite cylinders, this fact has been interpreted as the decrease of the angle
between the line of sight and the magnetic field direction Ω.

To test this hypothesis, we have used recent data of Efimov [4], who fitted the multi-
wavelength polarimetric observations for 105 stars. We have chosen 76 stars located in the
galactic plane (|b| <∼ 20◦) with distancesD <∼ 1 kpc. The observed values ofPmax/E(B−V)

∗Corresponding author: Nikolai Voshchinnikov (nvv@astro.spbu.ru)
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Figure 1. Polarizing efficiency of the interstellar medium as a function of wavelength,
where interstellar linear polarization is maximized. Data are shown for 76 stars located
within 1000 pc (left) and, separately, for stars in Auriga, Cygnus, and Scorpius (right). The
horizontal line is the observational upper limit as given by Eq. 2. Dashed lines are linear fits.
Data were taken from [4].

versus λmax (we have used the Whittet fit from [4]) are plotted in Fig. 1 (left panel). It can
be seen that there is no correlation. However, for stars more or less closely located on the
sky, a systematic trend toward smaller polarizing efficiency for larger λmax is obvious (right
panel of Fig. 1).

To interpret the observations, one needs to utilize a model of rotating partially aligned
non-spherical grains. Such a model was recently developed and applied in the simultaneous
interpretation of the observed interstellar extinction and polarization curves for certain stars
[5, 6]. The shape of the grains in the spheroidal model is characterized by one parameter:
the ratio of the major and minor semi-axes a/b. Note that previous modelling of interstellar
polarization with spheroids has included non-rotating particles with a/b <∼ 2 (see [7, 8, 9]).

SPHEROIDAL MODEL OF INTERSTELLAR DUST

We use the model of homogeneous spheroids with a power-law size distribution (n(rV ) ∝
r−q
V ) with imperfect Davis-Greenstein (IDG) orientation (see [5, 6] for details). Spheroids
are characterized by their type (prolate or oblate), the aspect ratio a/b, and size parameter
rV (radius of a sphere whose volume is equal to that of a non-spherical particle). For a
given wavelength λ, the extinction and polarization cross sections ⟨Cext⟩λ and ⟨Cpol⟩λ are
obtained by averaging of the cross sections over the size distribution and grain orientations.
The direction of grain orientation is described by the angleΩ (angle between the line of sight
and the magnetic field direction, 0◦ ≤ Ω ≤ 90◦). The value Ω = 90◦ corresponds to the
case when the particle rotation plane contains the light propagation vector k, which gives
the maximum degree of linear polarization. For Ω = 0◦, the light falls perpendicular to the
particle rotation plane and from symmetry reasons the net degree of polarization produced
is zero.

The IDG mechanism is described by the function f(ξ, β) depending on the alignment
parameter ξ and the precession angle β

f(ξ, β) =
ξ sinβ

(ξ2 cos2 β + sin2 β)3/2
. (3)
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The parameter ξ depends on the particle size rV , the imaginary part of the grain magnetic
susceptibility χ′′, gas density nH, the strength of magnetic fieldB, and temperatures of dust
Td and gas Tg,

ξ2 =
rV + δ0(Td/Tg)

rV + δ0
, δ0 = 8.23× 1023

κB2

nHT
1/2
g Td

[µm]. (4)

Our model has the following main parameters: the minimum and maximum grain radii
rV,min and rV,max, the power index q, and the degree (δ0) and direction (Ω) of grain align-
ment.

RESULTS AND DISCUSSION

We made calculations for polydisperse ensembles of spheroids consisting of astronomical
silicate (astrosil [10]) and amorphous carbon (AC-Be [11]). The size-distribution parameters
were chosen so as to give the ratio RV ≈ 3.1− 3.2 for particles with a/b ≈ 1. This occurs
if rV,min = 0.010µm, rV,max = 0.25 µm, and q = 2.5 for particles from astrosil and
rV,min = 0.001 µm, rV,max = 0.25 µm, and q = 4.0 for particles from AC-Be. Some
results are plotted in Figs. 2 and 3. They show the polarizing efficiency Pmax/E(B−V)
as a function of the angle Ω and the degree of alignment δ0. The colour excess E(B−V)
was found by averaging over the B and V filter passbands taken from [12].

Figure 2. Polarizing efficiency dependence on angle between the line of sight and the mag-
netic field. The results are plotted for prolate (left) and oblate (right) spheroids from astrosil
with imperfect (IDG) and perfect (PDG) Davis-Greenstein orientation. The horizontal line
shows the observational upper limit as given by Eq. 2.

As expected, the polarizing efficiency grows with increasing Ω, δ0, and a/b (Figs. 2
and3). At the same time, a difference is seen between the polarizing properties of the pro-
late and oblate spheroids. Partially aligned oblate particles only slightly polarize transmitted
radiation if Ω <∼ 40◦−50◦ (Fig. 2, right panel). This is true for silicate and carbon particles.
If the aspect ratios of prolate and oblate particles are the same, then similar polarization
can be reached if the degree of alignment for oblate particles is higher than that for prolate
particles.

Note that λmax is mainly determined by grain size and shape and weakly depend on the
alignment parameters. The resulting relationships will be applied in detailed comparison of
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Figure 3. Polarizing efficiency dependence on the degree of alignment. The results are
plotted for prolate (left) and oblate (right) spheroids from astrosil with IDG orientation.
The horizontal line shows the observational upper limit as given by Eq. 2.

the theory with observations.
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Through light-scattering simulation we investigate whether measurement of the extinction 

spectrum can be used to characterize the morphology of sintered aggregates and whether we 

can distinguish between sintered and non-sintered aggregates.  

INTRODUCTION 

Methods for the quantitative assessment of the sintering morphology of aggregates are of 

recent interest in aerosol science. If aggregates are sintered, mechanical stability is improved. 

Additionally with conducting aggregates electrical conductivity is improved.  

There are various experimental methods to characterize the state of sintering of aggre-

gates that are based on impaction experiments [1]. If an aggregate hits a plane it will break 

into a number of subcomponents depending on whether the primary particles are sintered 

together or not.  In this way one can distinguish soft and hard aggregates. An optical method 

for characterization would be of advantage because it is noninstrusive and could be used in 

process control.  

Optical methods for the characterization of aggregates of nanoparticles commonly in-

volve scattering measurements at multiple wavelengths.  Using light-scattering simulation we 

investigate whether spectrally resolved scattering can be used to differentiate between sin-

tered and non-sintered titania (TiO2) aggregates.  

SINTERING 

In order to generate aggregates of spheres on the computer, a Diffusion Limited Aggregation 

(DLA) algorithm has been used [2]. The algorithm starts with a fixed particle in the origin of 

the coordinate system. Additional particles are then positioned individually on a starting ra-

dius and then start a so-called random walk to model Brownian motion. If a particle hits the 

first particle or the growing cluster it will stick and a new particle will start is walk. In this way 

realistic aggregates consisting of 24 primary particles are produced.  

Next some sintering method is needed to produce sintered aggregates on the computer. 

The morphological transformation of an aggregate during sintering is driven by minimization 

of the free energy of the aggregate by surface reduction. To model this process we use a 
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phenomenological method. This phenomenological method is based on the Metaball algo-

rithm [3].  In the Metaball algorithm all primary particles are replaced by a potential function 

positioned at the centre of the every particle. The strength of the potential field decreases 

with the distance to the centre of the particles. The potential functions of neighboring prima-

ry particles overlap. Next a threshold is introduced in such a way that volume will be generat-

ed if the total potential field is higher than this threshold. The exact value of the threshold is 

chosen such that the generated boundary resembles a sintered aggregate.  Additionally some 

small amount of shrinkage is introduced such that the total volume of the sintered aggregate 

is kept constant.  To characterize the degree of sintering by a suitable parameter the ratio of 

the surface area of the sintered to the surface area of the non-sintered aggregate is used 

A/A0.  

For the sample computation we use the following parameters, radius of primary par-

ticles r = 25 nm, fractal dimension Df = 1.8, number of primary particles N = 24. Fig. 1a 

gives the shape of a non-sintered DLA aggregate. An exemplary figure of the three dimen-

sional shape of a sintered aggregate is shown in Fig. 1b. This aggregate has an intermediate 

sinter parameter A/A0 = 0.86. 

 

 
Figure 1. a) Shape of DLA aggregate, r = 25 nm, Df = 1.8, N = 24. b) Shape of sin-

tered aggregate with sinter parameter A/A0 = 0.86. 

 

 
Figure 2. DDSCAT shape data of sintered aggregate of Fig. 1b.   
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LIGHT SCATTERING COMPUTATION 

Next we present some computational results of the extinction spectra of sintered and non-

sintered aggregates. For the aggregate material we use titania. The refractive index of titania 

used for the scattering computations is plotted in Fig. 3.  

 

 
Figure 3. Refractive index of titania.  Real part: red, imaginary part: blue.  

 

To compute light scattering, DDSCAT has been applied. For the discretization a grid spacing 

of 3nm has been used. The input DDSCAT shape data used for the sintered aggregate is 

visualized in Fig 2. DDSCAT has been validated by comparing to results computed via the 

NFM-DS [4] for an aggregate of titania spheres.  In Fig. 4 the orientationally averaged scat-

tering efficiency of the sample aggregate with two degrees of sintering is plotted. One can see 

that depending on the degree of sintering the maximum is shifted to shorter wavelength.  

 

 
Figure 4. Computed extinction cross section for a non-sintered and a sintered aggregate with 

sinter parameters A/A0 = 0.86 and 0.78. 

 

In Figure 5 the position of this maximum is plotted versus the sintering parameter 

A/A0. One can see that there is an almost linear relation between the position of this maxi-

mum and the sintering parameter.   
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Figure 5. Position of maximum in computed extinction cross section versus sintering para-

meter. 

CONCLUSION 

Using light-scattering simulation the spectral extinction of sintered and non-sintered aggre-

gates of titania has been investigated. There is a shift in the extinction curves such that we 

hope to be able to develop a spectral method for characterization of the state of sintering of 

aggregates.  
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The discrete dipole approximation (DDA) is reviewed, discussing both theoretical and 

numerical aspects. Existing applications and capabilities of the method are shown, as well as its 

place among other methods of light scattering simulation. Finally, remaining challenges are 

pointed out. 

INTRODUCTION 

DDA is a general method to compute scattering and absorption of electromagnetic waves by 

particles of arbitrary geometry and composition. The Maxwell equations are solved in the 

frequency domain employing volume discretization. Initially DDA was proposed by Purcell 

and Pennypacker (PP) [1], who replaced the scatterer by a set of dipoles. These dipoles 

interact with each other and the incident field, giving rise to a system of linear equations, 

which is solved to obtain dipole polarizations. All measured scattering quantities can be 

obtained from these polarizations. This approach was further developed and popularized by 

Draine and coworkers (see e.g. [2]) and others. 

Due to its conceptual simplicity and public availability of efficient computer 

implementations, DDA has gained popularity in many practical applications. An extensive 

review of DDA, including both theoretical and computational aspects, was recently 

performed by Yurkin and Hoekstra [3]. This paper is based on this review but also includes a 

discussion of the most recent advances and challenges in this field. Due to space limitations, 

I discuss only those references that were not discussed in the review. 

THEORETICAL FORMULATION AND NUMERICAL CONSIDERATIONS 

Considering a physical picture of the point dipoles, “the DDA equations” can be derived, 

one of the equivalent forms of which is the following: 

 













 

ij

jijiii PGEαP
inc , (1) 
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where Pi and iα  are the polarization vector and polarizability tensor of the i-th dipole , Ei
inc is 

the incident field at the center of this dipole, and 
ijG  is the Green’s tensor describing the 

interaction between any two dipoles. Material properties (e.g. any distribution of the 

refractive index in the scatterer) are fully contained in the values of iα . DDA (and Eq. (1) in 

particular) can be derived from the integral equation for the electric field, which is discretized 

by dividing the scatterer into small cubical subvolumes. This gives more mathematical insight 

into the approximation, pointing at ways to improve the method. 

The original PP formulation is based on the expressions for iα  and 
ijG , obtained in the 

limit of point (infinitely small) dipoles separated by finite distances. All formulations of DDA 

thereafter modify expressions for iα  and/or 
ijG . Here I mention only a few of them: 1) the 

lattice dispersion relation (LDR) is the most widely used DDA formulation, which adds 

corrections to the polarizability of the order of dipole size parameter squared; 2) filtered 

coupled dipoles (FCD) and the integration of Green’s tensor (IGT) are rather recent 

formulations, which modify expression for 
ijG  based on the sampling theorem and 

integration of the Green’s tensor over the cubical subvolume, respectively. 

More generally, DDA belongs to a broad range of method of moments, applied to the 

volume integral equation for the electric fields, which are actively discussed in the electrical 

engineering community. Unfortunately, the latter is almost independent from the ELS 

community, making it hard to compare DDA with similar methods.  

The main numerical challenge is the solution of a system of linear equations in Eq. (1), 

the total number of which is three times the number of dipoles. The important advantage of 

DDA is that this system can be solved in O(N lnN) operations, which allows one to consider 

scatterers described by up to a billion dipoles on a modern supercomputer. This surprising 

speed is due to 1) using an iterative solver, which usually converges after much fewer than N 

iterations (Nit); 2) using FFT to compute the convolution-like matrix-vector product in 

O(N lnN) operations. The latter employs the special structure of DDA interaction matrix 

resulting from translation invariance of 
ijG  and placing dipoles on a regular rectangular 

lattice. The regular dipole grid is, however, a significant limitation in terms of possible DDA 

improvements. In particular, dipole sizes and locations cannot be varied individually to better 

describe particle shape. This limitation is removed by a fast multipole method (FMM), an 

alternative to FFT acceleration, which potentially has the same order of operations. 

However, the FMM is not likely to be implemented in any production DDA code in the near 

future due to its complexity. 

The overall time of a DDA simulation is largely determined by Nit, which increases with 

size and refractive index of the scatterer and depends on the choice of iterative solver and 

DDA formulation. Although it is almost impossible to predict Nit a priori for a particular 

scattering problem, existing benchmark studies may help to estimate this quantity and to 

choose a suitable iterative solver. Moreover, Nit only slightly depends on the number of 

dipoles; hence, refining discretization for a fixed scattering problem implies predictable costs 

of computer resources. 
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APPLICATIONS AND COMPARISON WITH OTHER METHODS 

Being suitable for scatterers in a wide range of size and refractive index and with any internal 

structure, DDA has found numerous applications in different fields of science. Originally, the 

driving application was remote sensing in astrophysics [1,2] (interstellar and interplanetary 

dust, surfaces of atmosphereless Solar system bodies, etc.) and planetary atmospheres (e.g., 

mineral aerosols [4] and hydrometeors). Applications involving biological cells (from bacteria 

to human blood cells [5]) have pushed DDA to supercomputers and size parameters above 

100 (for index-matching scatterers). 

Another class of applications, requiring supercomputers, involves particles near plane 

interfaces (e.g. silver nanospheres on a dielectric substrate, covered by a thin liquid layer) and 

porous layers or rough surfaces (e.g. paper coatings and paint pigments). The complexity of 

these problems is caused by direct discretizations of the large part of the plane medium. In 

some cases the latter can be avoided using a different expression for 
ijG , based on the 

electric field of a point dipole in the presence of the plane interface. However, this has certain 

drawbacks in terms of fast evaluation of the matrix-vector product and the only code, 

featuring this improvement, is not publicly available [6]. 

Probably the most frequent application of DDA nowadays is simulating optical 

properties of metal nanoparticles [7]. In this field DDA is often considered as a “black box” 

that is supposed to always produce correct numerical results. However, gold and silver 

(especially in the IR range) are far from the well-proven range of DDA applicability 

(|m  1|  2). This may cause large simulation times and low accuracy, which should be 

carefully considered in applications [8]. Moreover, the choice of DDA formulation is more 

important, since e.g. the FCD may largely outperform the LDR in certain cases. 

The reverse of the DDA wide applicability range in terms of scatterer morphology is its 

very limited ability to employ particle symmetries. Therefore, DDA may be not the best 

option for axisymmetric homogeneous scatterers, for which surface-based methods, such as 

extended boundary condition (a.k.a. null-field or T-matrix) or discrete sources methods, are 

more suitable. However, for very large scatterers (e.g. red blood cells) the latter methods may 

have poor accuracy or fail completely, leaving DDA as a preferable option [5]. 

Homogeneous asymmetric scatterers generally require similar computation times for the 

DDA and surface-based methods for fixed particle orientation. The latter are faster for 

simulation of orientation-averaged scattering properties. For general inhomogeneous 

scatterers the finite difference time domain method is the only viable alternative to DDA. 

The relative performance of these two methods is mostly determined by the refractive index. 

In particular, DDA is faster for index-matching particles. 

The increase of DDA applicability to scatterers much larger than the incident 

wavelength allowed breaching the gap between “rigorous” and geometrical optics 

methods [4]. The agreement between the two methods in the intermediate size range is good, 

although it was shown only for orientation-averaged integral scattering quantities. 
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CONCLUSION 

DDA is the method of choice for many light scattering applications, featuring a solid 

theoretical base, a large volume of benchmark data, and efficient publicly available computer 

codes. However, a number of challenges still remain: 1) theoretical improvements of the 

DDA formulation, especially for large refractive indices; 2) numerical improvements, in 

particular different iterative solvers and/or preconditioners; 3) implementation of existing 

ideas in the publicly available codes. The latter ideas include, e.g., weighted discretization and 

Green’s tensor for particles near the plane interface. 
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In this paper we examine the scattering of a TM plane wave by an infinite circular cylinder hav-
ing inhomogeneous optical properties e.g. ρ–varying permittivity ϵ(ρ). The method is based
on constructing the volume integral equation and then expanding the unknown functions in
Dini's series, which have the characteristic of being fast convergent. Numerical results are
given for the various values of the parameters.

INTRODUCTION

Electromagnetic scattering problems of main interest are those which present structures
having irregular optical properties. In [1], a circular cylinder with inhomogeneous cladding
is examined using electric and magnetic current distributions while in [2], scattering from
inhomogeneous bodies using a new boundary method is presented.

In the present work we study the scattering of a TM plane wave by a circular infinite
dielectric cylinder of radius a with varying permittivity ϵ(ρ). The geometry of the scatterer
is shown in Fig. 1.

In nonhomogeneous media, Helmholtz equation has the extra term [3] ∇[2∇n(r⃗) ·
E⃗(r⃗)/n(r⃗)],withn(r⃗) being the refraction index of themedium. By selecting a slow varying
profile for n(r⃗), the term can be omitted and therefore, this concession leads to the well
known homogeneous Helmholtz equation. Then we try to solve it by constructing the
volume integral equation.

E-WAVE POLARIZATION

FormulaƟon of the problem
By applying the surface equivalence theorem [4] to the configuration of Fig. 1 and then, by
making use of the reaction theorem [4], one can arrive at the desired integral equation

Ez(ρ⃗) = E inc
z (ρ⃗) + j

k21
ωµ1

∫∫
S

[
k22(ρ

′)

k21
− 1

]
Ez(ρ⃗

′)G(ρ⃗; ρ⃗ ′) dα′ (1)

In order to come to (1), both permeabilities of the two regions, as shown in Fig. 1, should
be equal, otherwise another integral term in (1) should be placed which complicates the
problem. Because of the infinite length along z axis, volume integral has been replaced by a
surface one. In (1) S is the surface of inhomogeneity, k1,2 is the wavenumber of outer and
inner region respectively, G(ρ⃗; ρ⃗ ′) is the free space cylindrical Green's function [4] while
Ez(ρ⃗) is the unknown field. If ρ⃗ ∈ S then Ez(ρ⃗) represents the stationary field inside the
cylinder; if ρ⃗ /∈ S then Ez(ρ⃗) represents the total field outside the cylinder.

∗Corresponding author: Grigorios P. Zouros (zouros@mail.ntua.gr)
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Expansion of the fields
The incident plane wave illuminates the cylinder normally on the z axis and is impinging
with an incident angle of zero degrees. Therefore is has the form [5]

E inc
z (ρ⃗) =

∞∑
m=0

εm j−mJm(k1ρ) cos(mφ) (2)

where ρ and φ are the polar coordinates with respect to xOy, Jm is the cylindrical Bessel
function of the first kind and εm is the Neumann factor (ε0 = 1, εn = 2, n ≥ 1). The
unknown field is expressed in the form

Ez(ρ⃗) =

∞∑
m=0

Rm(ρ) cos(mφ) (3)

where Rm(ρ) is the unknown radial function to be evaluated. Then, by substituting (2)
and (3) into (1) and applying orthogonality relations for cosines, we arrive at the following
integral equation

Rm(ρ) =εm j−mJm(k1ρ)

+
k21πεm(3− εm)

4j

∫ a

0

[
ϵ2(ρ

′)

ϵ1
− 1

]
Rm(ρ′)Jm(k1ρ

<)Hm(k1ρ
>)ρ′ dρ′

(4)

where Hm is the Hankel function of the second kind while ρ< = min(ρ, ρ′) and ρ> =
max(ρ, ρ′).

Expansion in Dini's series
We expand the radial functions in (4) in Dini's series as follows[

ϵ2(ρ)

ϵ1(ρ)
− 1

]
Rm(ρ) =

∞∑
ℓ=1

AmℓJm

(γmℓ

a
ρ
)
, (5)

Rm(ρ) =
∞∑
ℓ=1

BmℓJm

(γmℓ

a
ρ
)
, and Jm(k1ρ) =

∞∑
ℓ=1

CmℓJm

(γmℓ

a
ρ
)
. (6)

In (5)–(6), γmℓ is the ℓ–th root for every different value ofm of the equation [6]

γmℓJ
′
m(γmℓ) + tmJm(γmℓ) = 0 (7)

In (7), tm is an arbitrary parameter (complex number in general) and J ′
m is the derivative

of Bessel function with respect to its argument.

SoluƟon of the problem
Substituting Dini's series expansions (5)–(6) into (4), putting position vector ρ⃗ inside the
inhomogeneity and using the well known integral of two Bessel functions and a power func-
tion [6] as well as Bessel Wronskian relations, one can calculate the unknown coefficients
Bmℓ of function Rm(ρ) for the internal field by solving the linear systems of equations

Bmℓ−
∞∑
q=1

{
εm j−mCmℓMmq +

(k1a)
2

2

εm(3− εm)

Nmℓ [γ2
mℓ − (k1a)2]

Gmℓq

}
Bmq = εm j−mCmℓ (8)
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for ℓ = 1, 2, 3, . . . and for every different value ofm = 0, 1, 2, . . ..
In (8),Cmℓ,Nmℓ andMmq are known analytical expressions whileGmℓq is defined by the in-
tegral over the inhomogeneityGmℓq =

∫ a
0

[
k22(ρ)/k

2
1 − 1

]
Jm(γmqρ/a)Jm(γmℓρ/a)ρ dρ

and is evaluated numerically for every different permittivity profile ϵ2(ρ).

The scaƩered far field
By putting the position vector ρ⃗ outside the inhomogeneity and carrying out the calculations
in (4), we obtain the unknown function Rm(ρ) when ρ > a

Rm(ρ) = εm j−mJm(k1ρ) +
k21πεm(3− εm)

4j
Hm(k1ρ)

∞∑
ℓ=1

Cmℓ

∞∑
q=1

GmℓqBmq (9)

Using now the asymptotic expansion for the Hankel function in (9), we can calculate the
cross section [4] by σb = limρ→∞

(
2πρ |Esc

z |2/|E inc
z |2

)
and therefore obtain

k1σb =
(k1a)

4

4
π

∞∑
m=0

εm (3− εm) jm cos(mϕ)

∞∑
ℓ=1

Cmℓ

∞∑
q=1

GmℓqBmq (10)

AcceleraƟon of convergence

It is apparent from (10) that, in order to calculate k1σb, the coefficientsBmq of the internal
field are required. Carrying out asymptotic analysis for Bmq reveals that Bmq = O(q−3/2)
for arbitrary values of tm while, by putting in tm a special value, it emerges that Bmq =
O(q−7/2). Therefore the series in (10) are optimized and converge faster. The aforemen-
tioned special value is obtained from (9) and is [7] −aR′

m(a)/Rm(a) with R′
m(a) being

the derivative of (9) with respect to ρ at ρ = a.

NUMERICAL RESULTS AND DISCUSSION

In Table 1, the values of back and forward scattering cross section are given for various
values of k1a and for ϵ2(ρ)/ϵ1 = 2.45 + 0.5 sin(πρ/a + 0.5). We have also compared
and verified some results of our method to a high degree of accuracy with the analytical
procedure presented in [2].

In Fig. 2, the bistatic scattering cross section is plotted for observation angles from 0◦

to 180◦. This is done for two different permittivity profiles, linear and sinusoidal, and for
various values of k1a. The results are symmetric about φ = 180◦ as it is imposed by the
geometry of the scatterer. We also observe the high sensitivity of k1σ to the change of
observation angle φ.

In Fig. 3, we depict the behaviour of convergence for the sum versus q in (10) using the
optimum and an arbitrary value for tm. The desired accuracy is achieved with much less
terms, when we use the optimum values for tm in (7) for finding the roots γmℓ.

It is noticed that we have verified analytically the known solution, when permittivity
profile is constant [4] for arbitrary values of tm. Finally, this method can be expanded for
permittivity profiles which depend on both ρ and φ.
Acknowledgments: This work was supported by the Program of Basic Research PEBE
2007 of NTUA.
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Figure 1: The geometry of the scatterer.

Table 1: Values of back and forward scat-
tering cross section for ϵ2(ρ)/ϵ1 = 2.54 +
0.5 sin(πρ/a + 0.5) and comparison with
others.
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Figure 2: Normalized cross section in
dB [10 log(k1σ)]. Linear case (black lines):
ϵ2(ρ)/ϵ1 = 2.54 + ρ/a. Sinusoidal
case (gray lines): ϵ2(ρ)/ϵ1 = 2.54 +
0.5 sin(πρ/a+ 0.5).
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We study the Umov effect as applied to single irregularly shaped particles comparable with 

wavelength. For these particles an inverse correlation between geometric albedo and maximum 

of positive polarization at large phase angles does exist; however, it takes a form different from 

what was found for planetary regoliths. The difference is substantially caused by contribution 

of relatively small particles with x < 14.  

INTRODUCTION  

The Umov effect refers to the inverse correlation between geometric albedo (albedoG) and 

the amplitude of the maximum of linear polarization (Pmax) of sunlight scattered from rough 

surfaces. It is being exploited in astronomical studies of the Solar system objects, such as 

asteroids, atmosphereless planets, and moons. This correlation is valid over a wide range of 

albedo (e.g., [1]), including relatively dark objects, like the Moon, whose average albedo is 

about 12%. For such dark surfaces, one expects a relatively small contribution of multiple 

scattering between constituent particles and a greater role of the first scattering order than for 

brighter objects. Therefore, one can extrapolate that if a dark regolith shows the Umov ef-

fect, then single constituent particles forming that regolith should show the effect, too.  

 

 
Figure 1. Diagram log(Pmax) vs. log(albedoG) for 22 sites on the Moon [1]. 

                                                      
* Corresponding author: Evgenij Zubko (ezubko@rambler.ru) 
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One unknown is the mathematical relationship the Umov effect takes in the case of sin-

gle dust particles comparable with the wavelength. In the case of a regolith, a linear relation 

exists between log(Pmax) and log(albedoG). Figure 1 shows such a diagram for 22 various sites 

of the Moon (data adopted from [1]).  

TECHNIQUE AND DETAILS OF CALCULATION 

We compute light-scattering properties of irregularly shaped particles using the discrete di-

pole approximation (DDA) (e.g. [2]), and we use the algorithm developed by Zubko et al.  

[3]. We consider agglomerated debris particles, whose generation is described in [3]. These 

irregular particles are fluffy in nature, having a material density of approximately 25 % of the 

volume of a circumscribing sphere. Note that such features are thought to be quite relevant 

for a model of cosmic dust and regolith particles. We consider light-scattering properties that 

are well averaged over sample shapes; in each case, at least 500 shapes have been considered. 

In many cases this number is significantly larger to make the results statistically reliable. De-

tail on averaging can be found in [3]. We consider homogeneous materials having one of 15 

different refractive indices m, representative of materials in cometary dust and regoliths of 

atmosphereless celestial bodies: m = 1.2 + 0i, 1.313 + 0i, 1.313 + 0.1i, 1.4 + 0i, 1.5 + 0i, 1.5 

+ 0.02i, 1.5 + 0.1i, 1.6 + 0.0005i, 1.6 + 0.01i, 1.6 + 0.02i, 1.6 + 0.05i, 1.6 + 0.1i, 1.7 + 0i, 1.7 

+ 0.1i, and 1.758 + 0.0844i. We classify all these materials into two groups for convenience: 

highly absorbing (Im(m) > 0.02) and weakly absorbing (Im(m)  0.02)  materials. Another 

parameter important for light scattering is the size parameter x = 2r/, where r is the radius 

of the circumscribing sphere and  is the wavelength of the incident radiation. Through this 

study, the size parameter x has been varied from 2 to 40.  

RESULTS AND DISCUSSION 

The definition of albedo for single particles is different from that of regoliths. Indeed, the 

geometric albedo does not specify absorption or scattering efficiency: albedoG=(S11 )/(k2 G), 

where S11 is the total intensity Mueller matrix element at backscattering, k is the wavenumber, 

and G is the geometric cross-section of the particle. Instead, it describes only the efficiency of 

backscattering. The use of single-scattering albedo seems a more reasonable choice for analy-

sis, since it includes the total scattering and not that at an arbitrary angle. In [3] it was shown 

that the amplitude of positive polarization was inversely correlated with single-scattering 

albedo over a wider range of Im(m) than the geometric albedo. However, the use of the sin-

gle-scattering albedo meets an obvious difficulty when non- or weakly absorbing particles are 

considered. Indeed, for Im(m) = 0, the single-scattering albedo equals to unity throughout the 

entire range of size parameter x; whereas, the amplitude of positive polarization dramatically 

varies over x.  

In the upper row of Fig. 2, the diagrams of Pmax versus the single-scattering albedo are 

shown; whereas, the bottom row displays similar diagrams for the case of the geometric al-
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bedo. The subscripts “S” and “G” designate single-scattering and geometric albedos, respec-

tively. In both cases, the left panel corresponds to highly absorbing materials; whereas, the 

right panel corresponds to weakly absorbing materials. Arrowed lines show the dependence 

on the size parameter x. As one can see from Fig. 2, there exists a much stronger inverse 

correlation of Pmax with the geometric than the single-scattering albedo, especially for weakly 

absorbing particles (right bottom panel). In all cases, the relationship depends on the particle 

size, and only for weakly absorbing particles does there appear to be a functional dependence 

on Pmax with albedoG. No functional dependence appears between Pmax with albedoS; thus, we 

consider and discuss only the inverse correlation of Pmax with albedoG.  

 

 
Figure 2.  Diagrams log(Pmax) vs. log(albedoS) (upper row) and log(Pmax) vs. log(albedoG) 

(bottom row) for agglomerated debris particles.  

 

When we consider highly absorbing particles, an inflection is clearly seen in the bottom 

left panel in Fig. 2. One also can be found in the bottom right panel for the cases of m = 1.5 

+ 0.02i and m = 1.6 + 0.02i. These inflection points depend on the real part of refractive 

index Re(m); for instance, at Im(m) = 0.1, when varying Re(m) from 1.313 to 1.7, the size 

parameter of the inflection decreases from about x = 18 to 10. The inflection strongly de-

pends also on Im(m). For example, at Re(m) = 1.6, when varying Im(m) from 0.02 to 0.1 only, 

its size parameter is decreased from x = 16 to 10. A detection of this inflection point on the 

Pmax – albedoG diagram could be used to retrieve properties of target particles. Such a possi-
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bility is especially intriguing for cometary dust particles that are thought to be highly absorb-

ing.  

The inverse correlation between log(Pmax) and log(albedoG) in Fig. 2 is obviously non-

linear. For highly absorbing particles, a minimum appears when the particles are approx-

imately x = 14. For larger particles, the relationship is nearly linear. In Fig. 3 we show the 

combined results of highly and weakly absorbing particles x > 14 in the left panel. In the 

right panel we show just the particles having x = 14. In this case, the trend for highly absorb-

ing particles can be distinguished from that for weakly absorbing particles.  

 

  
Figure 3. Diagrams log(Pmax) vs. log(albedoG) for agglomerated debris particles.  

 

Finally, we note that variations of the refractive index m cause the trend line to move on 

the log(Pmax) – log (albedoG) diagrams; whereas, the scatter from this trend line due to varia-

tions of the size parameter x are relatively small (compare left and right panels in Fig. 3). This 

result can potentially assist in characterizing particle composition.  
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Spectro-polarimetry of comet 17P/Holmes carried out a day after its outburst in October 24, 

2007 shows a strong dependence of negative polarization on wavelength : while  increases 

from 0.5 to 0.9 µm the polarization falls from –0.6% to almost 0. Ten days after the outburst, 

polarization was found to be approximately -1% for all . We found such behavior to be con-

sistent with highly absorbing (e.g., m=1.5+0.1i) agglomerated debris particles that obey a pow-

er-law size distribution and have a small-size limit near 0.6 µm.  

INTRODUCTION  

The outburst of comet 17P/Holmes occurred on October 24, 2007 and, within two days, the 

apparent total brightness of the comet increased by 630,000 [1]. In this manuscript we 

present and interpret spectro-polarimetric observations carried out by the “Kanata” group of 

Hiroshima University. Using the 1.5 m Kanata telescope and spectro-polarimeter operating 

at a wavelength range of 0.5–0.9 µm [2], comet 17P/Holmes was observed on October 25 

(15:15 UT), October 27 (16:24 UT), and November 3 (15:17 UT), during which the phase 

angle  went from 16.6 on October 25, to 16.1 on October 27, and 14.3 on November 3.  

The average linear polarization was measured using a slit with angular length of 17.3 and 

width of 3.4 arcsecs, corresponding to a projected area of 205004000 km2. The slit was 

centered on the photometric nucleus of the comet (i.e., the brightest point of halo) and 

oriented along a north-south direction. Taking into account that even for the earliest obser-

vation on October 25, the diameter of the dust halo exceeded 90 arcsecs [3], one can con-

clude that the measured polarization results primarily from the inner part of the coma.  

                                                      
* Corresponding author: Evgenij Zubko (ezubko@rambler.ru) 
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Fig. 1 shows spectral profiles of linear polarization of comet 17P/Holmes. At all wave-

lengths and dates, the degree of linear polarization P is negative. Note that the negative linear 

polarization at small phase angles is widely observed for comets (e.g., [4]). Interestingly, dur-

ing the earliest observation, the negative polarization reveals a dependence on wavelength : 

an increase of wavelength from 0.5 to 0.9 µm results in a decrease of the amplitude of nega-

tive polarization from 0.6% to almost zero. On October 27, the dependence of polarization 

on wavelength is weaker than that on October 25. And on November 3, the amplitude of the 

negative polarization is almost independent of wavelength as polarization P remains approx-

imately -1% throughout the wavelength range. As for dust color, it was red in appearance on 

October 25 and became redder in later observations. Note, that these findings are qualitative-

ly consistent with other spectro-polarimetric observations of comet 17P/Holmes [5,[6]; whe-

reas, the diversities between them could be explained by different observation conditions.  

 

 
Figure 1. Degree of linear polarization as a function of wavelength for comet 17P/Holmes.  

INTERPRETATION OF SPECTRO-POLARIMETRY OF COMET 17P/HOLMES  

We model the cometary particles as agglomerated debris [7] and use the discrete dipole ap-

proximation (DDA) to calculate their scattering. The particles are non-extremely porous and 

consist of small irregular constituents. Both features can be seen in images of cometary dust 

collected in the stratosphere (e.g., [8]). We examine homogeneous agglomerated debris with 

many different refractive indices m chosen to represent likely cometary materials: water ice, 

Mg-rich silicates, and organic. We characterize the particles in terms of the size parameter x 

= 2r/, where r is the radius of the circumscribing sphere for an agglomerated debris par-

ticle. 

One possible explanation of the spectral behavior of linear polarization of comet 

17P/Holmes on October 25 can be ascertained from Fig. 2. We see that the evolution of Pmin 

with x is qualitatively the same despite the significant difference between the amplitudes of 

negative polarization produced by highly and weakly absorbing particles. Our results can be 

summarized as follows. Negative polarization does not exist for small x (< 4–6). The nega-

tive polarization appears at x ~ 5 and grows rapidly. The amplitude of the negative polariza-

tion reaches its maximum at x ~ 8–10, and then slowly decreases toward zero. For conveni-

ence, we denote the size parameter at which the negative polarization appears as xapp; whe-

reas, the size parameter of the maximal amplitude of negative polarization we designate as 
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xmax. In the case of highly absorbing particles, we can observe a disappearance of negative 

polarization at x ~ 30.  

 
Figure 2. Dependence of amplitude of the negative polarization Pmin on size parameter x. 

Open symbols show Im(m) = 0.02; whereas, closed symbols show Im(m) = 0.1.  

 

In our simulations, the ratio of xmax to xapp remains approximately 2, i.e., xmax = 2 xapp. 

This relationship holds for Re(m) = 1.5 – 1.6, with slight deviation for Re(m) = 1.313 and 

Re(m) = 1.7. The relationship is almost independent of Im(m) in the range of values 0–0.1. 

Therefore, a particle can produce a significant negative polarization at short wavelengths, 

while at longer wavelengths, it may produce no negative polarization at all. For instance, in 

Fig. 2, one can see that all particles with x = 8 produce noticeable negative polarization; whe-

reas, at x = 4, none of the particles do. Note that the dramatic change in polarization on 

October 25 occurs within the range of  from 0.5 to 0.9 µm. This may suggest that there is 

an abundance of particles having a corresponding size r  0.6 µm; such particles have x  4 at 

 = 0.9 µm and x  8 at  = 0.5 µm. Furthermore, because cometary particles follow a pow-

er-law size distribution (e.g., [9]), the abundance of particles with r  0.6 µm can be obtained 

only if the distribution of particles has a bottom limit around 0.6 µm. Therefore, one can 

conclude that, in the inner part of the dust halo of comet 17P/Holmes, particles smaller than 

0.6 µm do not appear in considerable concentrations on October 25, 2007.  

So far, we have only considered particles with a fixed size. To simulate light scattering in 

the dust halo of comet 17P/Holmes, we consider a cloud of independently scattering agglo-

merated debris particles that follow the size distribution r-a (1.5 < a < 3.5 [9]). Fig. 3 shows 

the degree of linear polarization at small phase angles corresponding to m = 1.5 + 0.1i for 

this distribution. The left panel corresponds to a power-law index a = 3.5 and the right panel 

to a = 1.5. In each panel, the solid line shows the case of incident light at  = 0.9 m; whe-

reas, the dotted line shows the case for an incident wavelength  = 0.45 µm.  

As one can see in Fig. 3, a size distribution characterized by power index a = 3.5, with a 

lower size limit of 0.6 µm, provides a significantly more prominent negative polarization 

branch at  = 0.45 µm than at  = 0.9 µm; whereas, with a = 1.5, the negative polarization 

shows little wavelength dependence. We would like to stress that this wavelength dependence 

appears for all refractive indices considered in this study, with the primary differences in the 

refractive index being reflected in the magnitude of the negative polarization. For instance, in 

the case of weakly absorbing particles, the total amplitude of negative polarization is approx-

imately 6–7%, which is significantly larger than the observed values. Such weakly absorbing 

particles are blue in appearance, which is contrary to observations.  
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Figure 3.  Dependence of the linear polarization degree on the phase angle for agglomerated 

debris particles averaged over size at two different wavelengths of the incident light.  

 

Highly absorbing particles, however, are red in appearance for all considered Re(m) and 

a. Moreover, at Re(m) = 1.5–1.6, these particles produce a negative polarization branch 

whose amplitude is comparable to that observed for comet 17P/Holmes. The evolution in 

spectral behavior of linear polarization observed for comet 17P/Holmes between October 

25 and November 3 can be attributed to a change in the power index a from 3.5 to 1.5. Such 

an alteration of power index is consistent with a decrease of the relative contribution of 

smaller particles with time. 
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